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Phase-space Berry phases in chiral magnets: Dzyaloshinskii-Moriya interaction
and the charge of skyrmions
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The semiclassical motion of electrons in phase space x = (R,k) is influenced by Berry phases described by
a six-component vector potential A = (AR,Ak). In chiral magnets, Dzyaloshinskii-Moriya (DM) interactions
induce slowly varying magnetic textures (helices and skyrmion lattices) for which all components of A are
important, inducing effectively a curvature in mixed position and momentum space. We show that for smooth
textures and weak spin-orbit coupling, phase-space Berry curvatures determine the DM interactions and give
important contributions to the charge. Using ab initio methods, we calculate the strength of DM interactions in
MnSi in good agreement with experiment and estimate the charge of skyrmions.
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I. INTRODUCTION

In chiral magnets without inversion symmetry, spin-orbit
interaction (SOI) effects described by Dzyaloshinskii-Moriya
(DM) interactions1,2 induce the formation of magnetic tex-
tures. For smooth textures and cubic systems such as MnSi,
the leading DM contribution to the free-energy density is given
by the term Dn̂ · (∇ × n̂), where n̂ is the direction of the
magnetization. This term describes that energy can be gained
when the magnetic structure twists. In small magnetic fields,
these interactions (in combination with thermal fluctuations)
can stabilize lattices of topologically quantized magnetic
whirls, so called skyrmions.3,4 Skyrmions couple due to
their topological winding extremely efficiently to electric
currents resulting in ultralow critical currents for the motion
of skyrmions.5–7

In this paper, we argue that Berry phases in phase space
provide not only a natural framework to understand the
physical properties of skyrmions and other magnetic textures,
but also generate DM interactions and act therefore as the main
driving force inducing magnetic textures in chiral magnets. We
focus on Berry curvatures in mixed position and momentum
space which lead both to DM interactions and also to an electric
charge of skyrmions. Thereby, we naturally link skyrmions in
chiral magnets to skyrmions in quantum Hall systems with
filling close to ν = 1, which are characterized by a quantized
electric charge.8–12

Berry phases are quantum mechanical phases picked up
by a quantum system when the wave function changes
adiabatically.13–15 They can strongly affect the semiclassical
motion of electrons. For each electronic band n, the effects
of smoothly varying magnetic textures can efficiently be
described by a six-component vector potential An = (AR

n ,Ak
n),

with

An,j (x) = 〈x,n|i ∂

∂xj

|x,n〉, j = 1, . . . ,6 (1)

where x = (R,k) is the position in phase space and |x,n〉 =
|n̂(R),k,n〉 is the Bloch function, which depends not only on
lattice momentum h̄k, but also on the orientation n̂(R) of the
magnetization. Here, we use the letter R to denote smooth
variations on length scales much larger than the lattice spacing.

Two aspects of Berry phase physics have been well studied
in the context of chiral magnets. First, Berry phases in
momentum space, described by the k dependence of Ak

n(x),
give rise to the anomalous Hall effect,16 which dominates the
Hall response for a wide range of temperatures and fields
in materials such as MnSi.17 Powerful ab initio methods
have been developed to calculate the anomalous Hall effect
quantitatively.18–22 Second, real-space Berry phases give rise
to the so-called topological Hall effect. For weak SOI, each
skyrmion contributes due to their topology one flux quantum
of an emergent magnetic flux,23 arising from the effec-
tive magnetic field BR

n,i = h̄
e
εijk∂Rj

AR
n,k ≈ ± h̄

4e
εijkn̂ · (∂Rj

n̂ ×
∂Rk

n̂) with positive (negative) sign for majority (minority) band
n, respectively. This real-space emergent magnetic field acts
similar to the “real” magnetic field and has been observed in
MnSi (Refs. 3 and 23) and other materials (see, e.g., Refs. 24
and 25) as an extra contribution to the Hall signal. The same
effect is also responsible for the efficient coupling of skyrmions
to electric currents.5–7

Much less studied are systems with Berry phases in phase
space, where the R dependence of Ak

n(x) and the k dependence
of AR

n (x) become important. It has been argued that such
a situation arises in smoothly deformed crystals14 or in the
presence of spatially varying external magnetic fields. Also, in
antiferromagnets with slowly varying spin texture the mixed
Berry phase was suggested to crucially influence the adiabatic
dynamics of electrons.26 Some of us27 have recently pointed
out that DM interactions arise from certain Berry phases. Here,
we will provide a purely semiclassical derivation of the Berry
phase contribution to the DM interaction showing that DM
interactions can be viewed as a phase-space Berry phase effect.
By the same mechanism, magnetic skyrmions also obtain a
charge. In general, chiral magnets and their magnetic phases
turn out to be ideal model systems to study phase-space Berry
phases due to their smoothly varying magnetic textures driven
by DM interactions.

II. PHASE-SPACE BERRY PHASES

As has been shown by Niu et al.14,28 phase-space Berry
phases effectively lead to a curvature of phase space described
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by the antisymmetric 6 × 6 Berry-curvature tensor28

�n,ij = ∂An,j

∂xi

− ∂An,i

∂xj

=
(

�RR
n �Rk

n

�kR
n �kk

n

)
ij

. (2)

Here, �RR
n,ij = e

h̄
εijkB

R
n,k describes real-space Berry phases

while �kk
n,ij encodes the momentum-space Berry phases also

discussed above. The 3 × 3 matrix �Rk
n,ij dRidkj is the Berry

phase which is picked up when an electron moves along a
loop in the phase-space plane spanned by the coordinates Ri

and kj .
The Berry phases influence the semiclassical description of

the system in three points. First, the combination of smooth
variations in both position and momentum space leads to a shift
of the semiclassical energy levels14 εn(x) = ε(0)

n (x) + δεn(x)
where ε(0)

n (x) = 〈x,n|H (x)|x,n〉 and

δεn(x) = −Im

[
∂〈x,n|
∂Ri

[
ε(0)
n (x) − H (x)

]∂|x,n〉
∂ki

]
. (3)

Second, the Berry phases modify the semiclassical equa-
tions of motion,14 which read as (�n − J )ẋ = ∂εn

∂x where

J = ( 0 1
−1 0 ). Third, the curvature of phase space leads in

semiclassical approximation to a modified density of states
in phase space28,29

Wn(x) =
√

det(�n−J )

= εijklrs

48
(�n−J )ij (�n−J )kl(�n−J )rs . (4)

Only for this modified density of states the above semiclassical
equations of motion satisfy the Liouville theorem. A derivation
of Eq. (4) is given in Appendix B.

III. SEMICLASSICS FOR CHIRAL MAGNETS

While the Berry phase description has originally been
developed for noninteracting systems, it can also be used to
calculate ground-state properties in the presence of interactions
using that, within density functional theory (DFT), the interact-
ing system is mapped to a noninteracting one. In the following,
we describe an ab initio method for the calculation of the DM
interaction strength and the charge density in chiral magnets
with weak SOI. The method is based on DFT calculations
in the homogeneous (i.e., ferromagnetic) state. Berry phase
effects coming from the inhomogeneous magnetic texture are
then taken into account by means of a gradient expansion.

Within DFT, one can describe the ground state of a
ferromagnetic many-particle system with magnetization M
parallel to the unit vector n̂ by an effective single-particle
Kohn-Sham Hamiltonian

Hn̂ = p2

2m
+ V (r) − M · B(r) − 1

2mc2
M · [E(r) × p], (5)

parametrized by an effective potential V (r), an exchange field
B(r), and an electric field E(r). We use the letter r for variations
on the atomic length scale. To obtain such a ferromagnetic state
in a chiral magnet, one has to apply a small external field Bext

in the direction of n̂ (implicitly included in B) (see following).
In the absence of SOI, V and E are independent of n̂, while
B ‖ n̂.

A. DM interaction

Starting from the eigenstates |n̂,k,n〉 of the uniform
Hamiltonian (5) for fixed n̂, we can obtain the change of the
free-energy density δF (1)(R) to leading order in an adiabatic
approximation. We assume that n̂(R) slowly varies in space
and use Eqs. (3) and (4) with |x,n〉 = |n̂(R),k,n〉 to obtain

δF (1)(R) =
∑

n

∫
d3k

(2π )3

[
fknδεn(x)

+ 1

β
ln(1 + e−β(εkn−μ))�Rk

n,ii(x)

]
. (6)

Note that to leading order all contributions arise from mixed
position- and momentum-space Berry curvatures (see follow-
ing). They contribute only when both inversion symmetry is
broken and SOI is present.

To calculate δεn(x) and the Berry curvature �Rk
n,ii(x) directly,

we use that the change of an eigenstate |n〉 upon changing a
parameter λ of H is given by ∂λ|n〉 = ∑

m�=n
|m〉

En−Em
〈m| ∂H

∂λ
|n〉

and therefore the Berry curvature and the energy shift read as

�n,ij = −2
∑
m�=n

Im
〈x,n| ∂H

∂xi
|x,m〉〈x,m| ∂H

∂xj
|x,n〉[

ε
(0)
n (x) − ε

(0)
m (x)

]2 , (7)

δεn = −
∑
m�=n

Im
〈x,n| ∂H

∂Ri
|x,m〉〈x,m| ∂H

∂ki
|x,n〉

ε
(0)
n (x) − ε

(0)
m (x)

. (8)

The derivative with respect to crystal momentum is identified
with the velocity v, while the derivative with respect to position
arises from the R dependence of n̂:

1

h̄

∂H

∂ki

= vi,
∂H

∂Ri

= ∂H

∂n̂
· ∂n̂
∂Ri

= T(r) ·
(

n̂ × ∂n̂
∂Ri

)
, (9)

where T(r) = n̂ × ∂H
∂n̂ is the torque operator. Thus, we

arrive at

δF (1)(R) = Dij êi ·
(

n̂ × ∂n̂
∂Rj

)
, (10)

with

Dij =
∑

n

∫
d3k

(2π )3

[
fknAknij + ln[1+e−β(εkn−μ)]Bknij

β

]
,

Aknij = h̄
∑
m�=n

Im

[ 〈kn|Ti |km〉〈km|vj (k)|kn〉
εkm − εkn

]
, (11)

Bknij = −2h̄
∑
m�=n

Im

[ 〈kn|Ti |km〉〈km|vj (k)|kn〉
(εkm − εkn)2

]
,

where Aknij describes the Berry energy (3), δεn = Akni ′i(n̂ ×
∂n̂
∂Ri

)i ′ , and Bknij the Berry curvature �Rk
n,ij = Bkni ′j (n̂ × ∂n̂

∂Ri
)i ′ ,

respectively.
Equation (10) can directly be identified with the DM

interaction1,2 in the continuum limit. We have therefore shown
that for smooth textures and weak SOI, the DM interaction
arises from mixed momentum- and position-space Berry
curvatures and the corresponding energy shifts obtained from
the Kohn-Sham Hamiltonian. Our semiclassical derivation
yields the same expression for Dij as obtained from quantum
mechanical perturbation theory.27
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At T = 0, to linear order in ∇n̂ and for weak SOI, the
formula (10) is exact even for a fully interacting quantum
system [provided the exact Kohn-Sham Hamiltonian is used
in Eq. (5)]. To calculate changes of the ground-state energy
to linear order, changes of H due to ∇n̂ can be neglected (a
manifestation of the magnetic force theorem30). Therefore, the
only remaining source of errors is the external magnetic field
Bext needed to stabilize the ferromagnetic solution underlying
Eq. (5). As this field can be chosen to be weak (second order in
SOI strength), it does not affect the value of the DM interaction
to leading order in SOI.

Aside from DM interactions, also the current-induced spin-
orbit torque relies on broken inversion symmetry. Recently, it
has been shown that the intrinsic contribution to this torque is
related to the Berry curvature Bknij .31

B. Charge density

The change of charge density to first order in the gradients
of the magnetization also arises from both the change of
the density of states and the energy levels from phase-space
curvatures. It is given by

δρ(1)(R) = e
∑

n

∫
d3k

(2π )3

[
∂fkn

∂ε
δεn(x) − fkn �Rk

nii(x)

]
,

(12)

where e = −|e| is the electron charge. We obtain

δρ(1)(R) = e Gij êi ·
(

n̂ × ∂n̂
∂Rj

)
,

(13)

Gij =
∫

d3k

(2π )3

∑
n

[
∂fkn

∂εkn

Aknij − fknBknij

]
.

In metals, extra charges are screened on the length scale
set by the Thomas-Fermi screening length λTF, resulting in
a strongly suppressed charge density ρtot ≈ −λ2

TF∇2(δρ(1)).
Since the metal screens extra charge by changing the occu-
pation of the states on the Fermi surface, while the Fermi
sea participates in the formation of δρ(1), the calculation of
the unscreened δρ(1) is interesting to understand how many
electrons are energetically redistributed between Fermi surface
and Fermi sea due to the phase-space Berry phases.

The results of our semiclassical derivation can be re-
produced by a gradient expansion of the Green’s function
similar to the technique used by Yang et al. in Ref. 32 for
insulators (see Appendix C). While to leading order in ∇n̂
the semiclassical formulas (3) and (4) are reproduced, higher
orders give for metals rise to additional contributions to the
density of states that are not captured by the higher-order
terms of Eq. (4) as we have checked explicitly.

In insulators, the situation is different. Neither energy shifts
[Eq. (3)] nor the term linear in �n in Eq. (4) contribute to the
total charge of a single skyrmion. The integral

∫
dRxdkx

2π
�Rk

n,xx ,
for example, has to be quantized (first Chern number). As
it evaluates to 0 for y → ∞, it vanishes everywhere. All
contributions to the charge arise from higher-order terms in
the gradient expansion. As the charge has to be a topological
invariant in an insulator, it can be calculated from an adia-
batically deformed band structure where all occupied bands

are completely flat and degenerate. In this limit, one can use
standard arguments33 to show that the total accumulated charge
due to smooth variations in phase space, e.g., in two space
dimensions, is given by the second Chern number

δQ(2) ≡
∫

d2R δρ(2)

= −e

∫
d2R d2k

(2π )2

εijkl

8
Tr[�ij�kl], (14)

where � is a matrix in the space of occupied bands. We refer
to Appendix C 3 for the derivation of Eq. (14).

Therefore, either Abelian or non-Abelian winding numbers
can occur. In cases when all non-Abelian winding numbers
vanish, the right-hand side of Eq. (14) coincides with the
integral over the term quadratic in �n on the right-hand side
of Eq. (4). For Abelian situations, δQ(2) can be expressed as a
product of two simple real-space and momentum-space wind-
ing numbers (i.e., two first Chern numbers) δQ(2) = σxy�0,
where σxy = e2

h̄

∫
d2k

(2π)2 �
kk
xy is the quantized Hall conductivity

and �0 = h̄
|e|

∫
d2R �RR

xy the quantized total flux arising from
the real-space Berry phases. This can be shown by rewriting
Eq. (14) as a surface integral and using, for example, that
for R → ∞ both �RR and �Rk vanish (see Appendix C 4 for
details).

IV. RESULTS

A. Qualitative dependency on the SO strength

In order to investigate first qualitatively how the accumu-
lated charge in metals depends on the strength of SOI, we
consider the simple two-dimensional two-band toy model

H = εk + [bex(R) + gso(k)] · σ = εk + n(R,k) · σ , (15)

where σ is the vector of Pauli matrices, bex(R) the exchange
field arising from the magnetic texture, gso(k) the SOI field,
and n = bex + gso. From Eqs. (1)–(3), one finds

�±,ij = ∓1

2
n̂ ·

(
∂

∂xi

n̂ × ∂

∂xj

n̂
)

, (16)

δε+ = δε− = |n|
3∑

i=1

�Rk
+,ii , (17)

where ± labels the minority and majority bands, respectively.
To analyze the model (15) analytically, we consider the limit
of weak SOI parameter λso with |gso|/|bex| ∼ λso. SOI also
controls the size of skyrmions as their formation is driven by
DM interactions. For skyrmion lattices in chiral magnets, the
diameter of the skyrmions is proportional to 1/λso (Ref. 3).
Expanding Eqs. (16) and (17) in λso shows that both δε± and
all components of � are of order λ2

so. This argument shows that
the expansion in powers of �, which lead to Eq. (6), is valid
for chiral magnets with weak SOI. Remarkably, all factors
of λso cancel, when the total charge of a single skyrmion
δQ(1) = ∫

δρ(1) d2R is calculated using Eq. (12). Assuming
that the exchange field bex is small compared to the Fermi
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FIG. 1. (Color online) Illustration of the exchange field bex(R) in
a skyrmion lattice [Eq. (19)]. Arrows are colored according to their
z component and spaced in an arbitrary distance much larger than
the atomic lattice constant in MnSi. The black polygon encloses the
magnetic unit cell. In the three-dimensional system, the magnetic
texture is translationally invariant in the z direction.

energy, we find

Dij ≈ |bex|2
3

∫
d2k

(2π )2

∂gso
i

∂kj

f ′′(εk),

(18)

δQ(1) ≈ 2

3
e

∫
d2R d2k

(2π )2
|bex|3 �Rk

+,ii f ′′′(εk).

To obtain a qualitative estimate, we assume |∂gso/∂k| ∼
λsoEF a where EF is the Fermi energy and a the lattice
constant. According to neutron scattering experiments,3,34 the
skyrmion lattice in MnSi is well described by (see Fig. 1 for
an illustration)

bex(R) = B0ẑ + B1

2∑
n=0

[(ẑ × ξ̂n) sin(q0 ξ̂n · R)

+ ẑ cos(q0 ξ̂n · R)], (19)

where q0 ≈ 2π/190 Å, ẑ = (0,0,1) is the unit vector paral-
lel to a small magnetic field stabilizing the skyrmion lat-
tice, and ξ̂n = [cos(2πn/3), sin(2πn/3),0]. From mean-field
calculations,34 B1/B0 ≈ −1.5 is obtained. As q0 is linear in
λso, we set q0 = λso2π/a. In this model, we obtain

Dij ∼ λso δij

EF

a

B2
0

E2
F

, δQ(1) ∼ e
B2

0

E2
F

. (20)

As expected, the DM interaction is linear in SOI and quadratic
in the magnetization. Interestingly, the skyrmion charge is
independent of the SOI strength (when screening is ignored)
but proportional to the square of the local magnetization. These
main conclusions remain valid when we calculate the charge
with ab initio methods using the real band structure of a
complex material (see following).

B. Quantitative results for the DM interaction strength and the
skyrmion charge in MnSi

Based on the electronic structure of MnSi obtained within
the local density approximation (LDA), we compute Dij and
Gij at T = 0 using Wannier functions35,36 to reduce the
computational burden (see Appendix A for computational
details). Furthermore, we approximate V , E, and B in Eq. (5)
by their value for vanishing spin-orbit coupling. This allows
us to perform the calculation at Bext = 0 using that B ‖ n̂. The

FIG. 2. (Color online) Normalized free-energy density
δF (1)(R)/δF (1)(0) and normalized charge density δρ(1)(R)/δρ(1)(0)
within the magnetic unit cell. The minimal free-energy density is
given by δF (1)(0) = −0.0018 meV/Å3, the total free energy is
reduced by 231 meV per skyrmion and layer. The maximal charge
density amounts to δρ(1)(0) = 1.95 × 10−6e/Å3, the total charge per
skyrmion and layer is 0.246e. The skyrmion center is located at the
origin, as in Eq. (19) (cf. Fig. 1).

torque is then simply given by T = M × B. For a left-handed
crystal structure, we obtain Dij = −Dδij with

D = −4.1 meV Å per eight-atom cell. (21)

An experimental value for D can be obtained from neutron
scattering in the helical phase of MnSi because a finite D shifts
the minimum of E(q) = Dq + Jq2 from q = 0 to −D/(2J )
for a left-handed spiral. Using J = 52 meV Å2 per eight-atom
cell37 and q = 2π/190 Å leads to an experimental value of
D = −3.43 meV Å in good agreement with our result.

Next, we discuss the manifestations of phase-space Berry
phases on the skyrmions in MnSi. As Gij ∝ Dij ∝ δij by
symmetry, δF (1)(R) and δρ(1)(R) are proportional to each other
and can therefore be shown in a single plot (see Fig. 2), where
we used n̂(R) = bex/|bex| [with bex from Eq. (19)]. Integrating
δF (1)(R) over the magnetic unit cell, we obtain a free-energy
reduction of 231 meV. Both charge density and free-energy
density are maximal in the center of the skyrmion located
at (0,0). Integrating δρ(1)(R) over the magnetic unit cell, we
obtain the charge of 0.246e. However, δρ(1)(R) is strongly

FIG. 3. (Color online) Screened charge density ρtot/[δρ(1)

(0)λ2
TFq

2
0 ] within the magnetic unit cell, with δρ(1)(0)λ2

TFq
2
0 = 1.07 ×

10−10e/Å3.
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screened due to the short λTF =
√

ε0/(e2NF ) ≈ 0.224 Å,
where NF ≈ 0.11/(eV Å3) is the density of states at the Fermi
level obtained in our LDA calculations. The resulting screened
charge density varies between ρmax

tot ≈ 4.5 × 10−11e/Å3 close
to the core and ρmin

tot ≈ −4.1 × 10−11e/Å3 between two
skyrmions (see Fig. 3 for illustration).

V. CONCLUSIONS

Our analysis has shown that mixed real-space/momentum-
space Berry phases are quantitatively important in materials
such as MnSi. Energetically, they are the driving force for the
formation of magnetic textures and lead to a redistribution
of charge in the skyrmion phase which we calculated using
ab initio methods. For the future, it will be interesting to
investigate how the phase-space Berry curvature �Rk affects
the Hall effect. As in MnSi, the contributions arising from
the topological Hall effect, i.e., from �RR, and the anomalous
Hall effect due to �kk, are of similar magnitude, we also expect
substantial contributions from �Rk.
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APPENDIX A: COMPUTATIONAL DETAILS OF THE
AB INITIO CALCULATIONS

From the full-potential linearized augmented-plane-wave
code FLEUR (Ref. 38), the electronic structure of MnSi
was obtained within the local density approximation39 to
density functional theory. The atomic coordinates and lattice
parameter (a = 4.558 Å) of the eight-atom unit cell of MnSi
as given in Ref. 40, muffin-tin radii of 2.12a0 for both Mn
and Si, and a plane-wave cutoff of 3.7a−1

0 were used in the
calculations (a0 = 0.529 177 Å is Bohr’s radius). The basis
set was supplemented with local orbitals for the Mn 3s and
3p states. The unconstrained spin moment per formula unit
is 0.94μB and thus larger than the measured spin moment
by more than a factor of 2. We constrained the spin moment
per formula unit to the value of 0.4μB. From the relativistic
first-principles Bloch functions of 100 bands given on an
8×8×8 k mesh, we constructed 64 relativistic maximally
localized Wannier functions using disentanglement within the
WANNIER90 code.41 The lowest 40 bands in the valence window
are the 32 local orbitals plus 8 Mn 4s bands. These were
skipped, i.e., the 100 bands from which the Wannier functions
were disentangled are bands 41 to 140.

Based on Wannier interpolation,42,43 we evaluated Dij (n̂)
for the 001, 111, and 110 directions n̂ of magnetization using a
512×512×512 interpolation mesh. We find that to very good
approximation

Dj (n̂) = Dij (n̂)êi = Dn̂ × (n̂ × êj ), (A1)

where ê1 = x̂, ê2 = ŷ, and ê3 = ẑ are unit vectors of the
Cartesian coordinate system and a single parameter D =
−7.69a0/V meV describes the amplitude of DMI, with
V = a3 the volume of the unit cell. Equation (A1) neglects
the anisotropy of Dj (n̂), which is small according to our
calculations.

Using Eq. (A1), we can express δF (1)(R) as follows:

δF (1)(R) = Di(n̂) ·
(

n̂ × ∂n̂
∂Ri

)
= Dn̂ · [∇ × n̂]. (A2)

In the skyrmion lattice in MnSi, only the derivatives ∂x n̂ and
∂y n̂ contribute and ∂zn̂ = 0. Thus, we have

∇ × n̂ =

⎛
⎜⎜⎜⎜⎝

− sin θ ∂θ
∂y

sin θ ∂θ
∂x

cos θ sin φ ∂θ
∂x

+ sin θ cos φ
∂φ

∂x
−

cos θ cos φ ∂θ
∂y

+ sin θ sin φ
∂φ

∂y

⎞
⎟⎟⎟⎟⎠ , (A3)

yielding an alternative expression for δF (1)(R) in terms of the
azimuthal and polar angles of the exchange field and their
derivatives:

δF (1)(R) = D

[
sin φ

∂θ

∂x
− cos φ

∂θ

∂y

+ sin θ cos θ

(
cos φ

∂φ

∂x
+ sin φ

∂φ

∂y

)]
= Dq0Q(q0x,q0y), (A4)

where

Q(q0x,q0y) =
[

sin φ
∂θ

∂(q0x)
− cos φ

∂θ

∂(q0y)

+ sin θ cos θ

(
cos φ

∂φ

∂(q0x)
+ sin φ

∂φ

∂(q0y)

)]
.

(A5)

We define the free energy per skyrmion δE(1) as integral
of δF (1)(R) over the magnetic unit cell, where we set the
extension of the magnetic cell in the z direction equal to the
lattice parameter a of the eight-atom unit cell of MnSi. We
obtain

δE(1) = a

∫
δF (1)(R)dx dy

= aD

q0

∫
d (q0x)d (q0y)Q(q0x,q0y)

= 39
aD

q0
= −231 meV. (A6)

Determining the tensor

tij = e

∫
d3k

(2π )3

∑
n

fknBknij (A7)

from Wannier interpolation, we get

tij (n̂) = t êi · [n̂ × (n̂ × êj )], (A8)

with t = −0.091ea0/V , where small anisotropies of tij have
been neglected. tij describes the intrinsic component of the
SOI-mediated spin torque per volume to an applied electric
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field in the homogeneous system.31 One contribution to
δρ(1)(R) is given by

−tij êi ·
(

n̂ × ∂n̂
∂Rj

)
. (A9)

However, due to the additional Fermi surface term, the
complete expression for δρ(1)(R) is given by

δρ(1)(R) = eGij êi ·
(

n̂ × ∂n̂
∂Rj

)
, (A10)

where according to our calculations

eGij = gêi · [n̂ × (n̂ × êj )], (A11)

with g = 0.0082 ea0
V

, neglecting again the small anisotropies.
Similar to rewriting the free-energy density above, we obtain

δρ(1)(R) = gn̂ · [∇ × n̂] = gq0Q(q0x,q0y). (A12)

We define the charge per skyrmion δQ(1) as integral of δρ(1)(R)
over the magnetic unit cell, where we set the extension of the
magnetic cell in the z direction equal to the lattice parameter
a of the eight-atom unit cell of MnSi. This yields

δQ(1) = a

∫
δρ(1)(R)dx dy

= ag

q0

∫
d (q0x)d (q0y)Q(q0x,q0y)

= 39
ag

q0
= 0.246e. (A13)

APPENDIX B: COORDINATE INDEPENDENT
FORMULATION OF THE PHASE-SPACE VOLUME

In this section, we review the derivation of the volume
element [Eq. (4)] of the main text following mostly the
review by Morrison29 and rewrite some of our formulas using
differential forms. This makes the derivation transparent and is
manifestly independent of the chosen coordinate system.44,45

Consider a transformation from canonical coordinates Xi

with standard Poisson brackets {f,g} = ∂f

∂Xi
Jij

∂g

∂Xj
to a new

set of coordinates xi = xi(X). The Poisson brackets of the
(noncanonical) coordinates xi are given by

{xi,xj } = ∂xi

∂Xi ′
Ji ′j ′

∂xj

∂Xj ′
= (ω−1)ij . (B1)

The natural volume element of the 2d-dimensional phase space
is obtained from the Jacobi determinant |∂Xi/∂xj |:

dV = d2dX

(2π )d
=

∣∣∣∣∂Xi

∂xj

∣∣∣∣ d2dx

(2π )d
=

√
det ω

d2dx

(2π )d
, (B2)

where we used that det ω = (|∂xi/∂Xj |2 det J )−1 =
|∂Xi/∂xj |2 as det J = 1 and det M−1 = 1/ det M .

It is useful to rewrite Eq. (B2) using that the phase-space
volume dV is independent of the coordinate system. In
canonical coordinates, we define the 2-form ω̂ from the inverse

of J−1 = −J using

ω̂ = 1

2
(J−1)ij dXi ∧ dXj (B3)

= 1

2

∂Xi ′

∂xi

(J−1)i ′j ′
∂Xj ′

∂xj

dxi ∧ dxj

= 1

2
ωij dxi ∧ dxj , (B4)

where we used the definition of ω from Eq. (B1). As in
Eq. (B3), ω̂ is expressed in canonical coordinates, the phase-
space volume is directly obtained from the d-fold wedge
product ω̂d = ω̂ ∧ . . . ∧ ω̂:

dV = ω̂d

d!(2π )d
. (B5)

While Eqs. (B2) and (B5) are equivalent, Eq. (B5) is much
easier to handle due to the missing square root.

A remarkable aspect is the close relation of Poisson
brackets, phase-space volume, Berry connections, and Chern
classes. The semiclassical equations of motion for an electron
in band n in the presence of phase-space Berry phases are
given in the main text as

ẋi = [(�n − J )−1]ij
∂εn

∂xj

≡ {xi,εn}, (B6)

where the Poisson brackets are defined by Eq. (B1) with ω =
�n − J . From Eq. (B4) follows

ω̂ = 1
2 [(J−1)ij + �ij ] dxi ∧ dxj = ω̂0 + �̂, (B7)

where ω̂0 = 1
2 (J−1)ij dxi ∧ dxj is the “canonical” 2-form

which obtains a correction from the Abelian Berry curvature

�̂ = dÂ = 1
2�ij dxi ∧ dxj , (B8)

where Â = Ai dxi and we have omitted all band indices. From
Eqs. (B5) and (B7), one obtains Eq. (4) of the main text.

The Berry curvature directly gives the first Chern form

ĉ1 = �̂

2π
. (B9)

Integrals of the wedge product of m such Chern forms,∫
ĉm

1 = ∫
ĉ1 ∧ . . . ∧ ĉ1, over compact 2m-dimensional man-

ifolds without boundary define Chern numbers which are
quantized to integers.46 Such wedge products directly show
up when expanding dV in powers of �̂ using Eqs. (B5)
and (B7):

dV =
d∑

m=0

1

m!(d − m)!
ĉm

1 ∧ ω̂d−m
0

(2π )d−m
. (B10)

APPENDIX C: CHARGE DENSITY FROM A GRADIENT
EXPANSION IN THE QUANTUM MECHANICAL SYSTEM

In this Appendix, we demonstrate that the results for the
charge density obtained from the semiclassical arguments in
the main text can be confirmed by using a gradient expansion
in the quantum mechanical system. We show that in metals the
semiclassical formulas (3) and (4) are correct to first order in
the spatial gradients. In insulators, the charge density vanishes
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to first order in the spatial gradients, but the second-order term
of Eq. (4) leads to the correct (quantized) total charge per
skyrmion.

1. Gradient expansion of the Green’s function

We follow the notation used in Ref. 47. For a spatially
inhomogeneous system with Green’s function G(ω; r1,r2), we
introduce the Wigner transform of the Green’s function

G̃(ω; x) ≡ G̃(ω; R,k)

=
∫

d3r e−ik·rG
(

ω; R+ r
2
,R− r

2

)
, (C1)

where R = 1
2 (r1 + r2) and r = r1 − r2 are the center-of-mass

and relative coordinates, respectively. The inverse K of the
Green’s function is defined by

∫
d3r ′G(ω; r1,r′)K(ω; r′,r2) =

δ(r1 − r2). In the Wigner representation, this relation
becomes47

e
i
2 Jij ∂

K
i ∂G

j K̃(ω; x)G̃(ω; x) = 1, (C2)

where J = ( 0 1
−1 0 ), the derivative ∂K

i (∂G
j ) acts on K̃ (G̃) only,

and the symbol 1 on the right-hand side of Eq. (C2) is the
unit matrix in band space. For a smooth spatial variation, one
can expand the exponential in Eq. (C2) in powers of spatial
derivatives and solve order by order for G̃. We write

G̃ ≈ G̃0 + G̃1 + G̃2 + O
(
∂3
Ri

)
, (C3)

where the subscript indicates the order of spatial derivatives.
Here, we truncate the gradient expansion after the second order
to capture only the leading-order contribution to the charge
density, which turns out to be linear in spatial gradients for
metals and quadratic for insulators (see following).

The zero-order contribution G̃0 is given by the pointwise
inverse of K̃ , i.e., G̃0(ω,x) = [K̃(ω,x)]−1. In the limit of
a homogeneous system, spatial gradients vanish and G̃ =
G̃0. For a noninteracting homogeneous system K̃(ω,x) ≡
K̃(ω,k) = h̄ω − H (k) where H (k) is the band Hamiltonian.

If the system varies smoothly in space gradient corrections
to the Green’s function arise. The part of Eq. (C2) linear in
spatial gradients reads as

K̃G̃1 + i

2
Jij (∂iK̃)(∂j G̃0) = 0, (C4)

where we omitted the dependency on ω and x to improve
readability. With K̃ = G̃−1

0 follows

G̃1 = i

2
Jij G̃0

( − ∂iG̃
−1
0

)
G̃0

( − ∂j G̃
−1
0

)
G̃0

≡ (C5)

The last equality of Eq. (C5) introduces a graphical
shorthand notation where a solid line represents G̃0, a vertex
labeled with i represents (−∂iG̃

−1
0 ) (where a minus sign is

included in anticipation of the structure of higher-order terms)
and a dashed arrow from a vertex i to a vertex j represents a
factor of i

2Jij .

The second-order part of Eq. (C2) reads as

K̃G̃2 + i

2
Jij (∂iK̃)(∂j G̃1)

+ 1

2

(
i

2

)2

JijJkl(∂i∂kK̃)(∂j ∂lG̃0) = 0. (C6)

Solving Eq. (C6) for G̃2 we arrive at [using the graphical
notation introduced in Eq. (C5)]

G̃2 = + +

+ + +

+ 1

2
·
( )

(C7)

where, e.g., the fourth diagram represents the term
( i

2 )2JijJklG̃0(−∂i∂kG̃
−1
0 )G̃0(−∂j G̃

−1
0 )G̃0(−∂lG̃

−1
0 )G̃0.

2. Charge density in metals

The charge density is obtained from

ρ(R) = e
1

β

∑
ωn

∫
d3k

(2π )3
Tr[G̃(iωn; R,k)], (C8)

where G̃ is the Green’s function in Wigner representation as
defined in Eq. (C1), e is the electron charge, β = 1/(kBT )
the inverse temperature, and h̄ωn = 2π

β
(n + 1

2 ). We use the

gradient expansion Eq. (C3) for G̃. As G̃0(iωn; R,k) =
1/[ih̄ωn − H (R,k)], the zero-order charge density ρ(0)(R)
depends only on the local properties of the system at the point
R and it is the same as the charge density of a homogeneous
system described by the band Hamiltonian H (R,k) at fixed R.

In metals, the leading-order correction δρ(1)(R) to the
charge density is obtained by inserting G̃1 from Eq. (C5) for
G̃ into Eq. (C8). Standard techniques for the evaluation of
Matsubara summations lead to

δρ(1)(R) = −e
i

2
Jij

∫
d3k

(2π )3

∫ ∞

−∞

dε

2πi
f (ε)

× Tr
[
G̃R

0

( − ∂iG̃
−1
0

)
G̃R

0

( − ∂j G̃
−1
0

)
G̃R

0

− G̃A
0

( − ∂iG̃
−1
0

)
G̃A

0

( − ∂j G̃
−1
0

)
G̃A

0

]
, (C9)

where f (ε) is the Fermi function and GR/A is the retarded
(advanced) Green’s function, i.e., evaluated at frequencies
ε/h̄ ± i0+ just above (below) the real axis. We use the
cyclicity of the trace and the relations 2i ImG̃ = G̃R − G̃A

and ∂G̃R/A/∂ε = −(G̃R/A)2 to rewrite Eq. (C9):

δρ(1)(R) = −ieJij

∫
d3k

(2π )3

∫ ∞

−∞

dε

2π
f (ε)

× Tr
[
(G̃A)2

( − ∂iG̃
−1
0

)
ImG̃

( − ∂j G̃
−1
0

)
− ∂ImG̃

∂ε

( − ∂iG̃
−1
0

)
G̃R

0

( − ∂j G̃
−1
0

)]
. (C10)
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Integrating by parts over ε in the second term in the trace and
using the antisymmetry of Jij leads to

δρ(1)(R)

= −ieJij

∫
d3k

(2π )3

∫ ∞

−∞

dε

2π

(
−f (ε)Tr

[
ImG̃

(−∂iG̃
−1
0

)
× ((

G̃R
0

)2 + (
G̃A

0

)2)(−∂j G̃
−1
0

)] + ∂f (ε)

∂ε

× Tr
[
ImG̃

(−∂iG̃
−1
0

)
G̃R

0

(−∂j G̃
−1
0

)])
. (C11)

In a noninteracting system G̃
R/A

0 (ω; x) = [h̄ω − H (x) ±
i0+]−1 and ImG̃(ω; x) = −πδ[h̄ω − H (x)]. Direct evaluation
of the two traces in Eq. (C11) in the local eigenbasis of H (x)
confirms the semiclassical result (12) where �n,ij and δεn are
given in Eqs. (7) and (8).

For the noninteracting system, the semiclassical approach
is therefore exact to leading order in the spatial gradients. This
is not the case when higher orders are considered. Already,
the next higher-order contribution to the semiclassical charge
density [coming from terms of orderO(�2) in Eq. (4)] does not
coincide with the higher-order terms of the gradient expansion
[obtained by inserting G̃2 into Eq. (C8)]. This is obvious from
the appearance of second-order derivatives (i.e., vertices with
two attached dashed arrows) on the right-hand side of Eq. (C7),
which have no semiclassical counterpart.

The free energy can be calculated in a similar
way by inserting the gradient expansion (C3) into F =
−T

∑
ωn

Tr ln[−T G̃]. The result confirms Eq. (6) to first order.

3. Quantized skyrmion charge in insulators

In insulators, as argued in the main text, the first-order
correction to the charge density δρ(1)(R) does not contribute to
the total charge of a skyrmion. The leading-order contribution
to the skyrmion charge in insulators is second order in spatial
derivatives. In this section, we present the derivation of Eq. (14)
using the gradient expansion method and give an explicit
definition of the non-Abelian Berry curvature tensor. The
derivation is similar to the calculation in Ref. 32, Appendix 2.

In a metal, G̃(ω) is analytical at ω = 0 and therefore
Eq. (C8) simplifies (at T = 0) to

ρ(R) = eh̄

∫
d3k

(2π )3

∫ ∞

−∞

dω

2π
Tr[G̃(iω; R,k)]. (C12)

The second-order correction to the charge density is given
by inserting G̃2 from Eq. (C7) into (C8). The contribution from
the last term in Eq. (C7) is proportional to

h̄Jij Jkl

∫
dω

2π
Tr

[
G̃0

(−∂i∂kG̃
−1
0

)
G̃0

(−∂j ∂lG̃
−1
0

)
G̃0

]
= −JijJkl

∫
dω

2π
Tr

[(−∂i∂kG̃
−1
0

)
G̃0

(−∂j ∂lG̃
−1
0

)∂G̃0

∂ω

]

= JijJkl

∫
dω

2π
Tr

[(−∂i∂kG̃
−1
0

)∂G̃0

∂ω

(−∂j ∂lG̃
−1
0

)
G̃0

]

= JijJkl

∫
dω

2π
Tr

[(−∂j ∂lG̃
−1
0

)
G̃0

(−∂i∂kG̃
−1
0

)∂G̃0

∂ω

]
,

(C13)

where all Green’s functions are evaluated at frequency iω

and we used cyclicity of the trace in the first and the last
equality, the relation ∂G̃0/∂ω = −h̄(G̃0)2 for a noninteracting
system in the first equality, and integration by parts and the
fact that (∂iG̃

−1
0 ) is independent of ω in the second equality. By

relabeling indices and using Jij = −Jji one sees that the last
line of Eq. (C13) is the negative of the second line and hence
vanishes. Thus, the last term in Eq. (C7) does not contribute
to the charge density in insulators,∫

dω

2π
Tr

[ ]
= 0. (C14)

In a similar way, one can show the relations∫
dω

2π
Tr

[
+ −

]
= 0

(C15)

and∫
dω

2π
Tr

[
−

]
= 0. (C16)

Combining Eqs. (C12), (C7), and (C14)–(C16) leads to a
simplified expression for the second-order correction to the
charge density in insulators,

δρ(2)(R) = eh̄

∫
d3k

(2π )3

∫
dω

2π
Tr

[
+ 2 ·

(
+

)]
. (C17)

To make further progress, we now focus on the contribution
of δρ(2) to the total charge of a skyrmion, given by δQ(2) =∫

d3R δρ(2)(R). The expression for δQ(2) can be simplified
by means of integration by parts in phase space. The last
diagram on the right-hand side of Eq. (C17) represents the term
( i

2 )2JijJklG̃0(−∂iG̃
−1
0 )G̃0(−∂j ∂kG̃

−1
0 )G̃0(−∂lG̃

−1
0 )G̃0. It is

structurally different from the other two diagrams in that it
contains a second-order derivative in phase space. Integration
by parts over the phase-space direction xj or xk , respectively,
leads to the relations∫

d6x

(2π )3

= −
∫

d6x

(2π )3

[
+

+
]

= −
∫

d6x

(2π )3

[
+

+
]
. (C18)

Combining Eqs. (C15)–(C18) leads to

δQ(2) = eh̄

3

∫
d6x

(2π )3

∫
dω

2π
Tr

[

+ −
]

= eh̄

3

(
i

2

)2∫
d6x

(2π )3

∫
dω

2π
Aijkl Bijkl(iω,x)

(C19)
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with

Aijkl = JijJkl + JilJjk − JikJjl = −εijkl,

Bijkl(iω,x) = Tr
[
G̃0

(−∂iG̃
−1
0

)
G̃0

( − ∂j G̃
−1
0

)
G̃0

× (−∂kG̃
−1
0

)
G̃0

(−∂lG̃
−1
0

)
G̃0

]
. (C20)

The right-hand side of Eq. (C19) is the second Chern
number, which is a topological invariant [cf., e.g., Eq. (53)
in Ref. 33]. A similar calculation as in Appendix C of Ref. 33
leads to Eq. (14) where the (in general) non-Abelian Berry
curvature � is now a matrix in the space of occupied bands
with elements given by

〈x,n|�ij |x,m〉

= i
∑
n′

〈x,n| ∂H
∂xi

|x,n′〉〈x,n′| ∂H
∂xj

|x,m〉 − (i ↔ j )[
ε

(0)
n (x) − ε

(0)
n′ (x)

][
ε

(0)
m (x) − ε

(0)
n′ (x)

]
,

(C21)

where (i ↔ j ) denotes the term with i and j exchanged.

4. Factorization of the skyrmion charge in insulators with
Abelian Berry curvature

In this section, we show that the Berry curvature contribu-
tion to the charge in a two-dimensional insulator with Abelian
Berry curvature is given by the product of the quantized Hall
conductivity σxy and the skyrmion number �0. An Abelian
Berry curvature arises, e.g., if only a single band is occupied.
We then derive an expression for the charge per length of a
skyrmion line in a three-dimensional insulator.

For a two-dimensional system with only one occupied band,
Eq. (14) reduces to

δQ(2) = −e εijkl

8

∫
d4x

(2π )2
�ij�kl

= −e εijkl

4

( ∫
dxj dxk dxl

(2π )2
Aj�kl

)xi=+∞

xi=−∞
, (C22)

where the symbols ±∞ denote either positions far away from
the skyrmion or the boundaries of the Brillouin zone for a
space or momentum direction xi , respectively. In the second
equality of Eq. (C22), we used the relation

εijkl

8
�ij�kl = εijkl

2

∂Aj

∂xi

∂Al

∂xk

= εijkl

2

∂

∂xi

(
Aj

∂Al

∂xk

)

= εijkl

4

∂

∂xi

(Aj�kl). (C23)

In Eq. (C22), �kl only enters at the boundary of the
xi coordinate. At the boundary in spatial direction (i.e., far
away from the skyrmion), the magnetization is collinear and
therefore �RR = 0 = �Rk. Thus, if xi is a spatial coordinate,
only terms of the form AR

j �kk
kl contribute to the integral kernel

in Eq. (C22). If xi is a momentum coordinate, �kl is evaluated
at the boundary of the Brillouin zone. In an insulator, the
charge must be quantized and we can adiabatically deform the
Bloch functions such that they are independent of momentum
in a narrow stripe around the Brillouin zone boundary. This is

always possible since, in the absence of further symmetries, all
noninteracting Hamiltonians of one-dimensional insulators are
adiabatically connected.48 Therefore, only terms of the form
Ak

j�
RR
kl contribute if xi is a momentum coordinate. In total,

Eq. (C22) can be written as δQ(2) = δQ(2),R + δQ(2),k where

δQ(2),R = −e εij

2

(∫
dRj d2k

(2π )2
AR

j �kk
xy

)Ri=+∞

Ri=−∞
(C24)

and δQ(2),k is defined by formally exchanging all R and k. As
the Berry curvature �kk

xy in Eq. (C24) is gauge independent, it
can not depend on Rj for a collinear magnetization at Ri =
±∞. This implies

δQ(2),R = −e εij

2

∫
d2k

(2π )2

(
�kk

xy

∫
dRj

(
AR

j

)Ri=+∞
Ri=−∞

)

= − e

2

∫
d2k

(2π )2

(
�kk

xy

∫
d2R εij

∂AR
j

∂Ri

)

= − e

2

∫
d2k

(2π )2

(
�kk

xy

∫
d2R �RR

xy

)

= +1

2
σxy�0, (C25)

where σxy (�0) is the quantized integral over e2

h̄
�kk

xy ( h̄
|e|�

RR
xy )

as defined in the main text (recall that, in our convention,
e < 0 is the electron charge). An analogous calculation leads
to the same value for δQ(2),k . Thus, we conclude that the
Berry curvature contribution to the skyrmion charge in a
two-dimensional insulator with Abelian Berry curvature is
given by

δQ(2) = σxy�0. (C26)

In three-dimensional systems, skyrmions form line defects.
From Eqs. (B5) and (B7), the Berry curvature contribution to
the charge in a three-dimensional insulator is given by

δQ(2) = 3e

3!(2π )3

∫
ω̂0 ∧ �̂ ∧ �̂. (C27)

We introduce dimensionless coordinates x̃ ≡ (R̃,k̃) such
that R = R̃αaα and k = k̃αgα/(2π ). Here, the vectors aα

are lattice vectors of the atomic lattice and gα are the
corresponding reciprocal lattice vectors. The coordinates x̃
are chosen such that momentum space is periodic in the three
coordinate directions k̃α and the Jacobian of the transformation
is one. In the dimensionless coordinates, Eq. (C27) reads as

δQ(2) = −e εαβγ δμν

16

∫
d6x̃

(2π )3
Jαβ�̃γ δ�̃μν

= −e

3∑
α=1

∫
dR̃α

∫
dk̃α

2π

εα(α+3)γ δμν

8

∫
d4x̃

(2π )2
�̃γ δ�̃μν

= −e

3∑
α=1

∫
dR̃α

∫
dk̃α

2π
nR

αnk
α (C28)
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with

nR
α = εαγ δ

2

∫
dR̃γ dR̃δ �̃RR

γ δ ;
(C29)

nk
α = εαμν

2

∫
dk̃μdk̃ν

(2π )2
�̃kk

μν.

In the first line of Eq. (C28), �̃γ δ denotes the elements of the
Berry-curvature tensor in coordinates x̃. The components of the
symplectic tensor Jαβ are invariant under the transformation
from coordinates x to x̃ due to the relation aα · gβ = 2πδαβ .
This allowed us to set β = α + 3 in the second line of
Eq. (C28). The last integral in the second line of Eq. (C28)
runs over the four-dimensional subspace of phase space
perpendicular to (0,aα) and (gα,0). Its value is given by the
product of the real-space and the momentum-space winding
numbers nR

α and nk
α by the same arguments that lead from

Eq. (C22) to (C26).

The remaining integral over k̃α in Eq. (C28) equates to a
factor of 1 and the integral over R̃α gives∫

dR̃α = ∂R̃α

∂Ri

∫
dRi = (gα)i

2π
Li = ŝ · gα

2π
L, (C30)

where the unit vector ŝ points along along the skyrmion line
and Li = Lŝi is the projection of the length L of the skyrmion
line onto the coordinate direction Ri . For a generic skyrmion
line that pierces all three position-space coordinate planes, the
skyrmion number is nR

α = 1 for all α. Combining Eqs. (C28)
and (C30), we thus arrive at an expression for the charge per
length of a skyrmion line in a three-dimensional insulator with
Abelian Berry curvature

δQ(2)

L
= −e

3∑
α=1

ŝ · gα

2π
nk

α, (C31)

where ŝ is the direction of the skyrmion line, gα are reciprocal
lattice vectors, and nk

α ∈ Z is defined in Eq. (C29).
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