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Calculation of rates of exciton dissociation into hot charge-transfer states
in model organic photovoltaic interfaces
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We investigate the process of exciton dissociation in ordered and disordered model donor/acceptor systems and
describe a method to calculate exciton dissociation rates. We consider a one-dimensional system with Frenkel
states in the donor material and states where charge transfer has taken place between donor and acceptor. We
introduce a Green’s function approach to calculate the generation rates of charge-transfer states. For disorder
in the Frenkel states we find a clear exponential dependence of charge dissociation rates with exciton-interface
distance, with a distance decay constant β that increases linearly with the amount of disorder. Disorder in the
parameters that describe (final) charge-transfer states has little effect on the rates. Exciton dissociation invariably
leads to partially separated charges. In all cases final states are “hot” charge-transfer states, with electron and
hole located far from the interface.
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I. INTRODUCTION

In organic photovoltaic cells incident light creates bound
electron-hole (e-h) pairs. The generation of free holes and elec-
tron takes place between an electron-donor material (often the
light absorber) and an electron-acceptor material. The process
of generating free holes and electrons in donor and acceptor
materials from an exciton localized in one of them is one of
the most crucial phenomena in organic solar cells yet possibly
one of the least understood. A common explanation is that the
bound exciton in the donor dissociates into a strongly bound
e-h pair localized at the interface between donor and acceptor.1

However, it is not easy to explain how free charges can be
formed from such a stable pair in the subpicosecond time scales
observed experimentally2,3 in such a low dielectric constant
medium.4–6 Several mechanisms have been proposed to ex-
plain the separation of the bound e-h pair into free charges, such
as the excess energy generated in the formation of the bound
e-h pair,6 the effect of intrinsic dipoles at the donor/acceptor
interface,7,8 or the delocalization of charge carriers along
the polymer chains.9 However, no clear consensus exists
today.6,10–13 At the same time, a growing number of recent pub-
lications have highlighted the important role of higher-energy
excitonic charge-transfer states. “Hot” excitons having excess
energy with respect to the bound e-h pair have been shown to
dissociate with high efficiency.13–17 The reason is that these
“hot” charge-transfer (CT) states have e-h separations that are
significantly larger than those of the interface bound e-h pair.

In this paper we describe exciton dissociation as a purely
electronic resonant process and do not include polaronic
effects, an assumption further discussed below. We consider
a widely applicable model Hamiltonian of donor/acceptor
interfaces and calculate the generation rate of CT states from
initial Frenkel states in the donor material. We focus on the
delocalization of the initial excitonic states and analyze in a
controlled way the influence of static disorder in the initial or
final states on the generation rate of CT states.

II. THEORETICAL MODEL

We describe the donor/acceptor interface as a one-
dimensional system [Fig. 1(a)] of N donor and N acceptor

sites. In our model there are two possible sets of states, which
describe the initial and final states of the exciton dissociation
process. Initial states are Frenkel excitons, whereas final states
are CT states, with the hole located on the donor sites and
the electron on the acceptor. Frenkel states are localized
excitations where electron and hole reside in the same donor
site. We describe Frenkel states in the donor chain by a linear
combination of localized excitations.18 We adopt the notation
of labeling donor sites i and acceptor sites j [Fig. 1(a)], with
i and j equal to 1 at the interface.

The Hamiltonian for Frenkel states, which reside in the
donor material, is

ĤF =
∑

i

Ei
ex |i〉 〈i| +

∑

i

J i |i〉 〈i + 1| + H.c., (1)

where Ei
ex and J i are the on-site energy and the nearest-

neighbor coupling for the exciton. For perfectly ordered
systems (one of the limits considered) all exciton site energies
and couplings are the same Ei

ex = Eex,J
i = J . In CT states

|i,j〉, positive and negative charges reside in the donor i and
acceptor j sites, respectively. The Hamiltonian for the CT
states is

ĤCT =
∑

i,j

− C

nij

|i,j〉 〈i,j | +
∑

ij

V
j

A |i,j 〉 〈i,j + 1|

−
∑

ij

V i
D |i,j〉 〈i + 1,j | + H.c., (2)

where C = e2

4πεR0
is the Coulomb energy of an electron and

hole at neighboring sites, and V i
D and V

j

A are the hole and
electron hopping terms at donor site i and acceptor site j ,
respectively.13 −C

nij
is the Coulomb energy of a hole at donor

site i and an electron at acceptor site j , separated by nij sites.
Electronic coupling between Frenkel and CT states takes

place at the interface between donor and acceptor. From config-
uration interaction theory this coupling can be approximated13

by the nearest-neighbor Fock matrix element VDA between the
LUMOs of the donor and acceptor at the interface sites. We
therefore model this coupling as a nearest-neighbor term VDA
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FIG. 1. (Color online) (a) One-dimensional donor/acceptor
model used in this paper. The donor site index i runs to the left
of the figure, away from the acceptor. (b) Density of states of Frenkel
states (red) and CT states (green) neglecting the interaction between
them for two different parameters VA = VD = 0.05 eV (solid line)
and VA = VD = 0.2 eV (dashed line). (c) �CT

nn (E)/h for the lowest
Frenkel state n = 1 as a function of energy, for the same parameters as
(b). Peaks in the �CT(E) curve correspond to features in the isolated
CT DOS. The vertical dashed line shows the energy of the lowest
Frenkel state.

between states |i = 1〉 (Frenkel) and |i = 1,j = 1〉 (CT); i.e.,

ĤV = VDA |i = 1〉 〈i = 1,j = 1| + H.c. (3)

The total Hamiltonian is then the sum of the isolated Frenkel
and CT Hamiltonians and the coupling term:

Ĥ = ĤF + ĤCT + ĤV . (4)

We use Green’s function methods to calculate exciton
dissociation rates. The large number of closely spaced CT
states approaches a continuum. In similarity with molecular
transport methods, we project the CT states onto the Frenkel
Hamiltonian by means of a self-energy operator.19,20 This
implies describing the interaction of the CT states through
an effective non-Hermitian, energy-dependent (self-energy)
potential acting on the Frenkel states. We work with an
effective Hamiltonian

Ĥ = ĤF + ĤCT + ĤV → Ĥeff = ĤF + �CT(E), (5)

where �CT(E) is the CT self-energy. This not only avoids
the manipulation of the CT Hamiltonian HCT (of size N2,
consistent with CT states requiring two indices) but also allows
us to easily extract the generation rate of CT states. If we label
n (m) the eigenstates of the Frenkel (CT) Hamiltonians, we
calculate this self-energy operator from the Green’s function
of the isolated CT states gCT(E) = ∑

m(E − εm + iη)−1 with
η → 0+ and from the coupling between Frenkel and CT states
Vnm as

�CT
nn′ (E) =

∑

m

Vnm gCT
mm(E) V

†
mn′ . (6)

We expand the Frenkel and CT states on the site basis as
|�F

n 〉 = ∑
i d

n
i |i〉 , |�CT

m 〉 = ∑
i,j cm

ij |i,j〉. Then

�CT
nn′(E) =

∑

m

|VDA|2dn
1 dn′

1

∣∣cm
11

∣∣2
gCT

mm(E). (7)

The self-energy is proportional to the square of the coupling
V 2

DA, as expected.19,20 There is an explicit energy dependence
through the isolated CT Green’s function gCT(E). Finally,
since the coupling between Frenkel and CT states takes place
at the interface (i = 1,j = 1), the self-energy is modulated by
the coefficients of these states at the interface.

The real and imaginary parts of the self-energy are related to
the shift in on-site energy and lifetime, respectively, of Frenkel
states19,20 due to their interaction with the CT manifold. In
particular, for a Frenkel state n the quantity �CT

nn (E) is inversely
proportional to its lifetime τn and is given by

�CT
nn (E) = h̄

τn

= i
[
�CT

nn (E) − �CT
nn

†
(E)

]
. (8)

The energy-dependent term �CT
nn (E) reflects the fact that the

spectral features of Frenkel states n are broadened due to their
coupling with CT states.

This expression for the dissociation rate is consistent with
the Marcus equation21 generally used to describe nonadiabatic
electron transfer processes. In the limit of ultrafast processes or
large clusters, where dissociation can be treated as a resonant
electronic process and polaronic effects can be neglected, the
Marcus rate reduces to Eq. (8).

III. ORDERED DONOR/ACCEPTOR INTERFACES

We first consider the situation of perfectly ordered donors
and acceptors. Figure 1(b) shows the density of states (DOS)
of the Frenkel and CT systems neglecting the interaction
between them for a system of N = 30 donors and 30 acceptors,
with the following parameters: Eex = 0.2 eV,J = 0.05 eV,
VA = VD = 0.05 eV (solid line), VA = VD = 0.2 eV (dashed
line), VDA = 0.5 eV,C = 0.96 eV.35 In our model zero energy
corresponds to the dissociated charges separated at infinite
distance. The Frenkel parameters have been chosen so that the
lowest Frenkel state (at Eex − 2J ) lies slightly above zero in
order for charge separation to be thermodynamically favored.
The dashed vertical line in Figs. 1(b) and 1(c) marks the energy
of the lowest Frenkel state. The Frenkel and CT DOS curves
have been obtained with a 30 meV Gaussian broadening.

The CT DOS is dominated by a broad band peaked at
E � 0, whose width is determined by VA and VD . Well
separated from this band at E ∼ −1.0 eV is the CT bound state.
This is the well-documented bound CT state10 corresponding
to the electron and hole being strongly localized at the interface
by Coulomb attraction and having a small electron-hole (e-h)
separation (∼1 site). Other bound, less localized states having
larger e-h separations (�10 sites) can lie at higher energies,22

while the states at the center of the CT band are fully
delocalized. These are the states degenerate with the initial
Frenkel states, which cause their broadening and are the CT
states the Frenkel states dissociate into.

The degeneracy between the initial electronic state and the
manifold of continuum CT states makes dissociation very fast,
suggesting it is an essentially (resonant) electronic process,
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FIG. 2. (Color online) Electron-hole (e-h) separation of CT states
as a function of energy in a system of 30 donor and 30 acceptors for
the different values of the CT band parameters indicated. The arrows
show CT states below the band which have an e-h separation of less
than 10 sites. The bound geminate CT1 state localized at the interface
is at E ∼ −1 eV.

where nuclear degrees of freedom do not play a major role.
The coupling with the nuclear degrees of freedom becomes
important for regimes where a small polaron can be formed,
a situation uncommon for high-performance polymeric23

or molecular24 semiconductors. An illustration of how the
inclusion of polaronic effects does not alter the nature of the
initial and final states is given for example in Ref. 13.

We consider for example the lowest Frenkel state (n = 1)
and study exciton dissociation rate at the bottom of the Frenkel
band at an energy of ∼0.1 eV [shown in Figs. 1(b) and 1(c)
by a vertical dashed line]. Figure 1(c) shows the broadening
�CT

n=1,n=1(E)/h of the lowest Frenkel state as a function of
energy. The features in these curves follow closely the shape
of the CT DOS. Larger values of VA and VD increase the CT
bandwidth and result in slightly higher values near E = 0. On
the other hand, the coupling between Frenkel and CT excitons
VDA does not affect the shape of the dissociation curve but
instead scales the rates through |VDA|2, as seen in Eqs. (7)
and (8).

In ordered donor/acceptor systems, where Frenkel states
are delocalized across the donor chain, dissociation rates can
be high. In particular, for a certain range of values of the
parameters, especially N and VDA, exciton dissociation rates
are of the order of ∼1010 s−1. Since dissociation, in this
electronic resonant process, takes place at energies within the
CT band, we find that final (CT) states are partially separated
e-h states.

Figure 2 shows the e-h separation of CT states (eigenstates
of HCT) as a function of energy for three different values of
the CT parameters VA,VD , for a system of N = 30 donor and
N = 30 acceptor sites. Larger values of VA and VD result in a
wider CT band. The e-h separation was calculated by weighing
over the charge density on the donor and acceptor sites. For a
CT state |�CT

m 〉 = ∑
i,j cm

ij |i,j〉, its e-h separation is

dm
e-h =

∑

i,j

(i + j − 1)
∣∣cm

ij

∣∣2
, (9)

where, since both donor and acceptor indices start at 1
(i,j = 1,2, . . . ,N ), the distance between sites i and j is
defined as nij = i + j − 1, so that it is equal to 1 for interface
donor/acceptor sites (i = j = 1). Notice that the e-h separation
within the CT band is of the order of the donor or acceptor
chain length. Knowledge of the states generated by ultrafast
exciton dissociation can be also used as a first step for the
calculation of the subsequent thermalization of the carrier that
may lead either to free charges (possible only in a semi-infinite)
or bound e-h pairs. This aspect is not considered by the present
paper.

Expectedly, the results presented so far for the perfectly
ordered system are affected by the size of the model. For larger
model systems the Frenkel exciton becomes more diluted and
less coupled to the CT manifold. The changes are not very
large. Compared to N = 30, reducing (increasing) the size of
the donor and acceptor chains by 10 increases (reduces) the
dissociation rates by a factor ∼3.

IV. DISORDERED DONOR/ACCEPTOR INTERFACES

Static disorder in organic materials can have multiple
origins (e.g., electrostatic disorder in small molecules25 or
conformational disorder in polymers26) and invariably causes
localization of excitonic and charged states. It has been
proposed that the different degrees of disorder at the interface
may change the efficiency of exciton dissociation.27–29 We
introduce disorder in our model by generating a Hamiltonian
where its parameters (e.g., Ei

ex) are drawn (uncorrelated) from
a Gaussian distribution centered at their reference values (i.e.,
without disorder, Eex) and whose standard deviation σ is
changed. The amount of disorder in a parameter X is quantified
through the value of the standard deviation relative to the ideal
value σX/X. By introducing disorder in each parameter (e.g.,
X = Eex) independently of the others (J,VA,VD) we evaluate
the effect of disorder in a controlled way. We generate many
disordered donor/acceptor “samples” in this manner.

We start by considering the effect of disorder in parameter
Ei

ex, focusing on the dissociation rate of the lowest Frenkel
state |�F

n=1〉 = ∑
i d

n=1
i |i〉. The average position of such

exciton is given by iav = ∑
i i|dn=1

i |2 and the degree of
localization is measured by the participation ratio PRF =
1/

∑
i |dn=1

i |4 (a measure of how many donor sites the Frenkel
state is delocalized over).

In the absence of disorder, the lowest Frenkel state
is given by the analytical solution to the Frenkel Hamil-
tonian [Eq. (1)] and is simply the sine wave |�F

n=1〉 =√
2/(N + 1)

∑
i sin(k1i) |i〉 with k1 = π/(N + 1), where i

labels the donor sites and N is the number of sites in the donor
chain (N = 30 in this paper). The participation ratio can be
obtained analytically and is found to be 2

3 (N + 1), comparable
to the length of the donor and acceptor chains.

For ideal donor materials, with no disorder, this participa-
tion ratio is comparable to N . We now investigate the case
of disordered materials. The correlation between disorder,
exciton localization, and distance from the interface and
dissociation rates is shown in Fig. 3. The spatial extent of the
Frenkel states is characterized by the horizontal and vertical
coordinates: the x axis shows the average position within the
donor chain while the vertical axis gives the participation
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FIG. 3. (Color online) Exciton dissociation rates for disorder in
the Frenkel parameter Eex for a chain of 30 donors and 30 acceptors
(to the right of the figure starting at site 0, not shown) as a function of
the average position iav and participation ratio scaled to its value for
ideal systems. The color gives the logarithm of the dissociation rate.

ratio scaled to the value for ideal chains given above. The
color shows the logarithm of the exciton dissociation rate (at
E = εn=1). Materials with low (e.g., 1%) disorder [Fig. 3(a)]
result in a narrow range of dissociation rates with Frenkel
states that are delocalized over the donor having iav at the
center of the chain and participation ratios comparable to the
size of the donor system. Here long-range dissociation can take
place since Frenkel wave functions have maximal amplitude
at the center of the donor material yet sufficient weight at
the interface. For the parameters used, dissociation rates are
∼1010 s−1 which correspond to exciton lifetimes of ∼15 ps.

Disorder in the donor material localizes the excitons
and their distance to the interface then becomes critical in
determining their dissociation rate, as shown in Figs. 3(b)
and 3(c). Excitons to the left of Fig. 3 are far from the
interface [Fig. 1(a)] and have very low dissociation rates
since they have negligible amplitudes on the interface site
and are therefore poorly coupled to CT states [Eq. (7)]. The
opposite is true for excitons close to the acceptor. In these
disordered systems dissociation rates can span many orders of
magnitude. In most cases rates are lower than in the ideal case
but rates as high as ∼1013 s−1 (τ ∼ 15 fs) are obtained for
20% disorder. The subpicosecond dissociation rates reported
in most experiments15–17 are clearly due to excitons close to
the interface.

The top panels in Fig. 4 show the exciton dissociation rates
as a function of the average donor site iav for several degrees of
disorder in the parameters Eex or J that describe the Frenkel
on-site energy. Each set consists of 100 disordered “samples.”
The rates span a wide range of values, especially for the case of
high (20%) disorder, but a clear trend can be seen. To quantify
the distance dependence of the CT generation rates we fit all
data to an exponential function of the form Ae−βi , where i

labels the donor sites, A is a prefactor, and β is the distance
decay constant.

We find that β increases linearly with amount of disorder
in the Frenkel states, as shown in Fig. 5. We also find that
additional disorder in CT state parameters has little effect on
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FIG. 4. Exciton dissociation rates as a function of iav for systems
with different degrees of disorder in the Frenkel on-site energy Eex

(left) or in the exciton coupling J (right). The bottom panels compare
the results for an additional 20% disorder in CT parameters VA and
VD . Lines are exponential fits, as described in the text.

the dissociation rates: adding 20% disorder in VA and in VD

to a system with 10% of disorder in Eex results in dissociation
rates spanning a similar range of values while the exponential
fitted slope β is unaffected (Fig. 4, bottom panels). The smaller
role of disorder in CT states is due to the large (N2) number
of CT states, which are closely spaced in the energy of the
Frenkel state. Disorder in VA and VD does not alter the CT
density of states in a significant way (see inset of Fig. 5) and
exciton dissociation rates are almost unaffected.

Importantly, regardless of the disorder the exciton dissoci-
ates into partially separated hole and electrons suggesting that
the essential physics of free hole and electron generation is
unaffected by the chemical details of the interface.

The exponential dependence of exciton dissociation rates
with exciton-interface distance is similar to what has been
observed in donor/bridge/acceptor molecular systems and
families of molecular wires of different lengths.30–32 Here,

0.0

0.5

1.0

1.5

 0  5  10  15  20

β 
(s

ite
-1

)

Disorder (%)

Disorder in Eex
Disorder in Eex,VA and VD
Disorder in J
Disorder in J, VA and VD

0

200

400

600

800

1000

1200

1400

-1.5 -1.0 -0.5 0.0 0.5 1.0

D
O

S
C

T
 (

E
) 

(a
.u

.)

Energy (eV)

20% disorder in VA and VD
No disorder

FIG. 5. (Color online) Distance decay constant β as a function of
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disorder in the CT state parameters VA and VD (open symbols) has
a minor impact on β. Inset: CT DOS for no disorder (black) and for
100 “samples” with 20% disorder in VA and VD (red).
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however, there is no chemical (or conceptual) distinction
between the donor and bridge as they are both part of the
same disordered Hamiltonian and therefore one cannot use the
language of superexchange to describe the effective coupling
between states localized by disorder and acceptor states.33

Instead, in this approach the exponential behavior comes out
in a seamless way from the wave function localization induced
by the introduction of disorder.

V. CONCLUSIONS

In summary, we have proposed a methodology that de-
scribes clearly and compactly the process of exciton disso-
ciation at organic photovoltaic cells. Regardless of the level
of disorder of the donor or acceptor materials the final state
is invariably a partially charge separated state as the bound
CT state is too low in energy to be directly populated by

the exciton on the donor. The same methodology, virtually
with no additional work, illustrates the role of disorder
in donor and acceptor materials and provides a compact
description of the dependence of exciton dissociation with
distance from the interface. This approach, rooted in the
theory of molecular junctions, explores the essential physics of
charge separation and seems ideal, if coupled to more detailed
atomistic description of the interface, to study the correlation
between the local structure and the charge generation quantum
yield.
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