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Relaxations of the surface photovoltage effect on the atomically controlled semiconductor surfaces
studied by time-resolved photoemission spectroscopy
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We have systematically investigated relaxation of the surface photovoltage effect on the atomically controlled
In/Si(111) surfaces with distinctive surface states and different amounts of the surface band bending. The temporal
variations were traced in real time by time-resolved photoemission spectroscopy using soft x-ray synchrotron
radiation. The relaxation is found to be temporally limited by two steps of the carrier transfer from the bulk to the
surface: the tunneling process at a delay time �100 ns and the thermionic process on the following time scale
(�100 ns). Crossover of the two mechanisms can be understood by breakdown of the quantum tunneling regime
by the increase in width of the space-charge layer during the relaxation.
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I. INTRODUCTION

Research in photoscience, especially photovoltaics and
photocatalysis, has become important in dealing with global
energy issues. The photovoltage effect is the basic process in
photovoltaics and photocatalysis, and has drawn considerable
interest in both fundamental and applied physics.1,2 In the
surface photovoltage (SPV) effect,3 an electron-hole pair
created by photoexcitation is split and the two types of
carriers are spatially separated, as schematically shown in
Fig. 1(a),1(b). The electron-hole separation is induced by
their opposite drift forces near the surface, creating a voltage
difference between the surface and bulk. On the other hand,
the SPV effect is relaxed by electron-hole recombination at
the surface after diffusion of one of the carriers from the
bulk. It has been argued that the carrier transport proceeds
by thermodynamically transferring over the surface potential
barrier or by quantum-mechanically tunneling through it
[Figs. 1(c) and 1(d)].4–6

Carrier dynamics during generation and relaxation of the
SPV effect have been empirically probed by various time-
resolved measurement methods, such as photoluminescence,
reflection, and photoelectron spectroscopies.7–11 Photoemis-
sion measurements have an advantage in being able to trace
electronic states (valence bands or molecular orbitals) and
chemical shifts (core-level states) directly12,13 in real time.
Recently, there have been several time-resolved photoemis-
sion experiments6,14–20 on the SPV effect on semiconductor
surfaces. These studies have revealed the important role of a
surface in relaxation of the SPV effect. Surfaces have been
known to change their electronic properties significantly even
with submonolayer adsorption of foreign atoms.21–24 Thus, it
is inferred that relaxation of the SPV effect is significantly
sensitive to surface characteristics that can be regulated by
surface treatments.

In the present research, we performed time-resolved pho-
toemission spectroscopy (TRPES) of the In/Si(111) surface
system to trace relaxation of the surface photovoltage effect.
The carrier dynamics is investigated on the eight surfaces,

as listed in Table I, with varying indium coverage, long-
range order, electronic structure, atomic structure, and surface
potential (amount of band bending). The time evolution
depends on the surfaces and the relaxation essentially proceeds
in two steps: a fast process at the initial stage and the following
slow process. The former and latter can be described in
terms of the tunneling and the thermionic relaxation schemes,
respectively [Figs. 1(c) and 1(d)]. The transition between the
two mechanisms was found at a certain amount of the surface
potential, which likely corresponds to the critical width for
the tunneling transport. The crossover can be understood by
breakdown of the quantum tunneling regime by the increase in
width of the space-charge layer (SCL) during the relaxation.

II. EXPERIMENT

The photoemission experiment was performed at room
temperature at beamline BL07LSU at the synchrotron radi-
ation (SR) facility SPring-8 and at the TEMPO beamline at
SOLEIL.25–28 The time-resolved data were obtained using
the pump (laser) and probe (SR) method. The laser and SR
pulse durations were about 35 fs and 50 ps, respectively. The
pumping laser was set to provide a photon energy (hν) of
hν = 1.51 eV with a repetition rate of 1 kHz. Time evolution of
the nonequilibrium carrier relaxation was traced by measuring
Si 2p core-level spectra, taken at hν ∼ 252 eV, at various delay
times after the laser irradiation to induce the SPV effect.

A clean Si(111) 7 × 7 surface was prepared on a heavily
doped n-type (ρ = 0.02 � cm) Si(111) wafer by a cycle of in
situ resistive heating treatments. Indium deposition was per-
formed with a Knudsen-cell-type evaporator. Ordered surface
phases of In/Si(111) were prepared32–38 by In deposition at
room temperature (RT), followed by annealing at 673 and
773 K. The

√
3 × √

3,
√

31 × √
31, and 4 × 1 phases were

formed with In coverages of 1/3, 1/2, and 1 ML, respectively
(1 ML = 7.8 × 1014 atoms/cm2). The quality of the surfaces
was ascertained by sharp patterns of low-energy electron
diffraction (LEED). For comparison, surfaces prepared by In
deposition at RT were also examined. Figure 2 shows the In
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FIG. 1. (Color online) (a), (b) Evolution of the SPV effect and
the following relaxation through the (c) thermionic and (d) tunneling
processes. EC and EV are the energies of conduction and valence band
edges, respectively, while ED is the energy position of the donor level.
The energy level ES of a surface state (SS), is referred from EV at
a surface. The surface potential (VS) is equivalent to the amount of
band bending and the energy shift after SPV is indicated with VSPV .
The region of a space-charge layer (SCL) is indicated with an arrow.

coverage versus annealing temperature for the formation of
eight surface samples investigated in the present research.

III. RESULTS AND DISCUSSION

A. Physical properties of the In/Si(111) surfaces

Crystal surfaces are known to form many long-range
ordered phases, so-called surface superstructures, through
different combinations of substrates, adsorbates, temperatures,
and preparation procedures.21,22 There are various In/Si(111)
phases at RT that show distinctive atomic and electronic

773K

673K

0.0 0.2 0.4 0.6 0.8 1.0 1.2
Indium Coverage (ML)

A
nn

ea
lin

g 
Te

m
pe

ra
tu

re

300 K 
(R.T.)

3 3

31 31

4 1

4 1 low

7 7

FIG. 2. (Color online) Summary of the eight sample surfaces
prepared with different In coverages and annealing temperatures.
The surfaces with long-range orders are labeled with the names of the
phases. The Si(111)4 × 1-In surfaces, prepared by room-temperature
deposition and postannealing at 673 and 773 K are labeled “4 × 1
low” and 4 × 1, respectively.

structures.32–38 A pristine surface before In deposition is the
metallic Si(111)7 × 7 surface that has the atomic arrangement
of a dimer-adatom-stacking fault model.38,39 For an In cov-
erage of 1/3 ML, the

√
3 × √

3-In surface phase is formed
by heat treatment (Fig. 2) and the surface is known to be
semiconducting.38 At 1/2 ML, the

√
31 × √

31 phase can
be observed after annealing above 673 K. Surface structures
of

√
3 × √

3 and
√

31 × √
31 phases have been reported

elsewhere.35,38 The 4 × 1-In phase completely covers the
Si(111) surface at the In coverage of 1 ML. The Si(111)4 × 1-
In surface is composed of an array of In chains and has
quasi-one-dimensional metallic bands, indicating that the
surface is one-dimensional (1D) metallic.36,37 Thus, with the
difference in In coverage on the Si(111) surface, one can
prepare long-range ordered surfaces with distinctive surface
atomic structures and electronic states (Table I).

Variations in the surface electronic structures or the surface
density of states change the amount of bulk band bending near
the surface, VS , through the charge neutrality condition.22–24

Figure 3 compares the binding energies of the Si 2p core level
among various In/Si(111) surfaces. It has been known that
the relative energy position of the core level matches those of
bulk valence and conduction band edges.6,14–20 In Fig. 3, the
position of the Si 2p3/2 peak of 7 × 7 is marked as the dashed
line and taken as the reference of the relative binding energy on

TABLE I. Parameters of sample surfaces used in the present research. 1 ML (monolayer) corresponds to the Si(111) surface atomic density,
7.8 ×1014 atoms/cm2. The ES value of the 7 × 7 phase was taken from the references (Refs. 29–31).

Coverage Surface Electronic ES − Ei

Surface (ML) order structure ES (eV) VS (eV) (eV) SCL

7 × 7 0.0 Ordered 2D metal 0.63 (Ref.) 0.37 0.085 Depletion√
31 × √

31 0.5 Ordered 0.60 0.40 0.051 Depletion√
3 × √

3 0.3 Ordered Semiconductor 0.55 0.45 0.009 Depletion
RT deposited 0.4 Disordered 0.49 0.51 −0.052 Inversion
RT deposited 0.8 Disordered 0.42 0.58 −0.13 Inversion
RT deposited 1.2 Disordered 0.44 0.56 −0.105 Inversion
4 × 1 low 1.0 Ordered 1D metal 0.36 0.64 −0.185 Inversion
4 × 1 1.0 Ordered 1D metal 0.32 0.68 −0.225 Inversion
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FIG. 3. (Color online) Si 2p core-level spectra of various
In/Si(111) surfaces, as listed in Table I, taken at a photon energy
of 252 eV. Each spectrum is labeled with the corresponding sample
surface. The dashed black line marks the peak position of the
Si(111)7 × 7 surface.

the horizontal axis. The binding energies corresponding to the
In-covered surfaces are lower than those of the Si(111)7 × 7
surface.

The surface Fermi level from the valence band edge of
the Si(111)7 × 7 surface is reported to be EF − EV = Es =
0.63 eV.29–31 Taking this value as the reference, one can
determine the surface Fermi level of the individual surface
shown in Fig. 3. Table I gives the surface Fermi level ES ,
amount of band bending VS , and ES − Ei for the In/Si surfaces,
where Ei is intrinsic energy. For example, VS changes by
∼300 meV in the transition from the clean 7 × 7 phase to the
4 × 1-In phase. SCL classification is also shown in Table I.
According to the definition,22 the 7 × 7,

√
31 × √

31, and√
3 × √

3 surfaces are of the depletion type, while the rest
of the surfaces are of the inversion type.

B. SPV effect

Moving on to the photoemission spectra taken after the
photoexcitation, Fig. 4 plots the energy variation in the Si 2p

core-level spectra obtained with various power densities of the
pumping laser at a delay time of 1 ns. The energy shift initially
increases logarithmically with the power density but deviates
above ∼10 μJ/cm2/pulse. Above ∼100 μJ/cm2/pulse, the
power dependence saturates. The dependence of the surface
photovoltage on laser power density is similar to those reported
for other semiconductor surfaces.6,14,19
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FIG. 4. (Color online) SPV shift for each surface phase and fitting
with Eq. (1). The difference in the amount of shift comes from the
difference in surface charge in the stationary state, i.e., the band
bending in the initial state.

In general, the SPV effect increases with more photoexcited
electrons and holes. Thus, the SPV shift becomes large with an
irradiating photon flux. The power dependence of the energy
shift due to light illumination (VSPV ) can be written as6

VSPV = ηkT ln(1 + γ I ), (1)

where I is the laser power, γ is the proportional factor, and
η is the ideality factor.4 Below I ∼ 10 μJ/cm2/pulse, the
data can be fitted well with Eq. (1), indicating the typical SPV
regime in the region. Values of η are in the range 3.5 ± 1.5,
while the range of γ is 10 ± 10. The fitting results show
that the two parameters tend to take larger values for greater
band bending (VS). Above I ∼ 100 μJ/cm2/pulse, the SPV
shift shows the saturating behavior and, thus, the simple SPV
theory is no longer valid. We note that the peak positions of
the Si 2p3/2 core level for all the surfaces saturate at the same
energy when they are plotted in binding energy. This indicates
a non-surface-specific property and the phenomenon likely
corresponds to the flat band condition for the bulk band. In the
following, we used TRPES to trace temporal variations after
the SPV effect on the In/Si(111) surfaces, pumped optically
with a power density below I ∼ 10 μJ/cm2/pulse.

C. Relaxation of the SPV effect

As an example, Fig. 5 displays a series of TRPES
spectra of the Si 2 p3/2 level at various delay times for
the Si(111)

√
3 × √

3-In surface. Figure 6 shows plots of the
energy shift of the Si 2 p3/2 level at various delay times for
surfaces of (a) Si(111)

√
3 × √

3-In and (b) Si(111)4 × 1-In.
The energy shift was measured relative to the energy position
before the pumping. While the relaxation completes by 1000
ns on Si(111)

√
3 × √

3-In, it continues over 7000 ns on
Si(111)4 × 1-In. The binding energy of the core level moves
toward the original position in two steps: a fast process at a
delay time �100 ns and slow process at �100 ns.

In analyzing relaxations, an experimentalist typically uses
an exponential function and obtains the relaxation time τ from
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FIG. 5. Evolution in TRPES spectra of Si(111)
√

3 × √
3 In taken

at various delay times after the SPV effect, induced with a laser power
density of 3.1 μJ/cm2/pulse.

the gradient of the data points plotted in logarithmic scale:

f (t) = A exp

(
− t

τ

)
, (2)

where f (t) represents a physical quantity which has ex-
ponential time dependence and A is a prefactor constant.
Figure 7 shows the logarithmic plots of the data for the (a)
Si(111)

√
3 × √

3-In and (b) Si(111)4 × 1-In surfaces, shown
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FIG. 6. (Color online) Energy shift of peak position of Si 2 p3/2

with delay time on (a) Si(111)
√

3 × √
3 In and (b) Si(111)4 × 1 In.

The vertical axis represents relative binding energy with respect to
the Si 2p3/2 peak position before the photoexcitation.

20000
Delay time (ns)

4000 6000

2000 400 600

(b)

Si(111) 3 3-In

Si(111)4 1-In

(a)

-0.8

-1.2

-0.4

-1.6

-1.2

-0.8

-2.0
τ
τ

fast

slow

 = 17 ns

 = 260 ns

τ
τ

fast  = 230 ns

 = 6,400 nsslow

lo
g(

E
ne

rg
y 

sh
if

t)

FIG. 7. (Color online) Logarithmic energy shift for the peak
position of Si 2 p3/2 with delay time on (a) Si(111)

√
3 × √

3 In
and (b) Si(111)4 × 1 In. The linear curve fits are made for the fast
and slow processes. The time constants are given in the figure. In each
figure, crossing points of the two extrapolated lines are indicated by
an arrow.

in Fig. 6. Data points in the time regions of the fast and slow
processes, described in Fig. 6, can individually be curve fitted
by lines and their relaxation times are obtained. The crossover
of the two processes may be characterized by the crossing
point of the extrapolated lines, which is indicated by an arrow
in Fig. 7.

While the exponential analysis is concise to obtain the
phenomenological overall picture of the relaxation, it is often
insufficient to understand details of the relaxation mechanism.
As mentioned in Fig. 1, relaxation of the SPV effect has been
theoretically understood as caused by surface recombination of
carriers (electrons and holes) that are transferred from the bulk
to the surface through or over the surface potential barrier.4–6

The former is the tunneling transport model.4,5,40–44 When free
carriers in the bulk tunnel through the surface potential barrier
to a state at the surface, followed by the surface recombination,
the decay (recombination) rate is governed by overlaps of their
wave functions. The carrier kinetic equation is

dN(z,t)

dt
= −N (z,t)

τtunnel
exp

(
−2z

ae

)
, (3)

where z is the tunneling distance and the τtunnel is the time
constant. ae is the Bohr-type radius of the electronic state at
the surface that captures electrons from the bulk. Then, the
time dependence of the energy shift, Vtunnel(t), is expressed as
(see the Appendix)

Vtunnel(t) = e2

2εε0
nd2

[(
1 − ae

2d

)2

ln2

(
1 + t

τtunnel

)]
, (4)

where ε0 and ε are the dielectric permittivity for vacuum and
relative permittivity, d is the mean width of a space-charge
layer, and e is the elementary charge.
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FIG. 8. (Color online) Measured relaxation process of (a)
√

3 ×√
3, (b)

√
31 × √

31, and (c) 4 × 1. All the data were taken with a
laser power of 3.1 μJ/cm2/pulse. The (red) solid and (black) broken
lines are the curve fits for thermionic emission [Eq. (5)] and tunneling
[Eq. (4)], respectively. The time constants of the thermal diffusion and
tunneling diffusion models for the surfaces are given in the figure. In
each figure, crossing points of the two extrapolated lines are indicated
by an arrow.

On the other hand, the latter model corresponds to
thermionic emission:4–6,43

Vthermal(t) = ηkT ln
[
1 − (

1 − eVSPV (0)/ηkT
)
e−t/τs

]
, (5)

where k is the Boltzmann constant, T is absolute temperature,
and VSPV (0) is the initial surface photovoltage. Again η is
the ideality factor,4,6 and τs corresponds to the (dark) carrier
lifetime before the laser irradiation.6,43

Figures 8 and 9 show examples of the measured decays
of the SPV shift versus the delay time on a logarithmic scale
for each surface phase. While the 0.8 ML-RT-deposited and
the 4 × 1 surfaces do not complete the relaxation within the
measured range, the rest of the surfaces complete it. The (red)
solid and (black) broken lines are the curve fits of thermionic
emission [Eq. (5)] and tunneling [Eq. (4)], respectively. The
time constants τtunnel and τs of the In/Si(111) surfaces are
individually given in Figs. 8 and 9. From the curve fit, η was
about 2, which is similar to those reported previously.6,45 For

0.25

0.20

0.15

0.10

0.05

0.00

0.25

0.20

0.15

0.10

0.05

0.00

0.25

0.20

0.15

0.10

0.05

0.00
En

er
gy

 sh
ift

 (e
V

)
En

er
gy

 sh
ift

 (e
V

)
En

er
gy

 sh
ift

 (e
V

)

1 10 100 1000
Delay time (ns)

(c)

τ = 7.4 ns
τs = 577 ns

(a)

(b)

τtunnel

tunnel

= 7.3 ns
τs = 1730 ns

τt unn el = 20 ns
τ = 4228 nss

R.T.depo. (1.2 ML)

R.T.depo. (0.8 ML)

R.T.depo. (0.4 ML)

FIG. 9. (Color online) Measured relaxation process of (a) 0.4,
(b) 0.8, and (c) 1.2 ML deposition surfaces. The excitation laser
power is 3.1 μJ/cm2/pulse for the 0.8 ML deposition surface, and
0.52 μJ/cm2/pulse for the 0.4 and 1.2 ML deposition surfaces. The
(red) solid and (black) broken lines are the curve fits of thermionic
emission [Eq. (5)] and tunneling [Eq. (4)], respectively. The time
constants of the thermal diffusion and tunneling diffusion models for
the surfaces are given in the figure. In each figure, crossing points of
the two extrapolated lines are indicated by an arrow.

all three figures we found that the data could not be fitted
with only one of the functions, but were well fitted with their
combination: Vtunnel(t) for the shorter delay time and Vthermal(t)
for the longer delay time. This behavior indicates that the
carriers take either the thermal or tunneling channel to transfer
to the surface.

Figure 8 presents the time dependence of the energy shift
for the (a)

√
3 × √

3-In, (b)
√

31 × √
31-In, and (c) 4 × 1-In

surface phases. The behaviors of the Si(111)
√

3 × √
3-In and

the
√

31 × √
31-In surfaces are similar to one another, and the

time constants are in the subnanosecond range for τtunnel and
several 100 ns for τs . We note that the latter is a much longer
time scale than the former, which in the relaxation model, is
imposed by an exponential factor of the spatial overlap of the
wave functions as described in Eq. (3).43 During the decay of
the SPV shift of the 4 × 1-In phase in Fig. 8(c), τtunnel is 0.67
ns and τs is 7830 ns. As shown in Fig. 9, τtunnel and τs are as
long as 10 and 1000 ns (1 μs), respectively, on the (a) 0.4, (b)
0.8, and (c) 1.2 ML RT-deposited In/Si surfaces.

At first, the slow decay process, which was well described
by time-dependent curves of the thermionic process, is
discussed. Figures 10(a) and 10(c) compare the experimental
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time constants τslow and τs among the various In/Si(111)
surfaces at the corresponding amounts of band bending, VS . It
is obvious that two kinds of the carrier lifetime show the same
dependence, becoming long when VS or the surface potential
is large. This can be confirmed by the well-fitting experimental
data in Figs. 8 and 9 and it is consistent with the concept of
the thermionic process, Fig. 1(c): When the potential barrier
is higher, it takes a thermodynamically longer time to transfer
over it. This consistency confirms again that the thermionic
emission is the slow process, and agrees with previous work.6

It is of note that τs increases exponentially with VS , as found
in Fig. 10(c).

Moving on to the fast decay process, the fast decay time and
the time constant of the tunneling model are plotted against
VS in Figs. 10(b) and 10(d), respectively. Two time constants
obtained separately, τfast and τtunnel, show very similar de-
pendence on Vs . The time constant τtunnel shows a different
dependence from that of τs in Fig. 10(c). While the τtunnel

values of the ordered surfaces range from subnanoseconds to
nanoseconds, those of the RT-deposited surfaces are as long
as 10 ns. It is likely that the disordered surfaces have longer
time constants, τtunnel’s, than those of the ordered surfaces. We
note that the 4 × 1-In phase prepared at 773 K has a better
surface order than that prepared at 673 K, as judged from the
LEED pattern. Figure 10 shows a longer τtunnel for “4 × 1 low”
than for 4 × 1, supporting the relation between the surface
disorder and the long τtunnel. The fitted parameters d, ae, and n

in Eq. (4), for all the surfaces are 10–20 nm, ∼5 nm, and 1011

cm−3, respectively. The SCL width matches those (10–20 nm)
calculated from VS for the present heavily doped n-type Si
wafer.

As shown above, the observed relaxation of the surface
photovoltage effect was accompanied with the fast and
slow processes that can be assigned to two types of the
recombination models. It is, thus, of interest to discuss

crossover of the two relaxation mechanisms. While it is
ambiguous to define a critical parameter from curves of the
tunneling and thermionic models in Figs. 8 and 9, it can
objectively be characterized by crossing of the two lines
of the exponential fits in the logarithmic plots, as shown
in Fig. 7. The crossing points for each individual surface
are indicated by arrows in Figs. 8 and 9. Figure 11 shows
the crossing energy, Vcross, of the surfaces given in terms
of the surface potential. Intriguingly, the Vcross values are
concentrated at V ′

s = Vcross ∼ 0.4 eV in the bulk energy gap of
a Si crystal (Eg = 1.1 eV).

In order to understand the universal Vcross value based
on the tunneling and the thermionic models, we consider
the transition during the relaxation simply by the following
condition: (thermionic relaxation rate) > (tunneling relaxation

SAmount of band bending V (eV)

V
cr

os
s (

eV
) 

0.60.50.4

0.8

0.0

0.4

A size of 
Eg 1.1 eV

31

37 7

R.T.depo. 
(1.2ML)

R.T.depo. 
(0.8 ML)

R.T.depo. 
(0.4 ML)

4 1

4 1 
low

FIG. 11. VS dependence of the surface potential that corresponds
to the crossing points, Vcross, of the extrapolated lines of the fast and
slow processes plotted in logarithmic scale, as shown in Fig. 7, for
each surface.
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rate). By definition of the two models,4,6,40–44 the condition can
be written in terms of τtunnel and τs as

1

τs

exp

(
VSPV (t)

ηkT

)
>

1

τtunnel
exp

(
− 2z

ae

)
, (6)

which is further rewritten as

1

τs

exp

(
Vs

ηkT

)
exp

(−[Vs − VSPV (t)]

ηkT

)
(7)

= 1

τsexp(−Vs/ηkT )
exp

(−Vcross

ηkT

)
(8)

>
1

τtunnel
exp

(
− 2z

ae

)
. (9)

It is of note that, in the fundamental principle of the electron-
hole recombination, decay rates of excess electrons and excess
holes are equivalent. The factor, τsexp(−Vs/ηkT ), remains
constant due to the exponential increase of τs with respect
to Vs , as shown in Fig. 10(c). Inserting the experimentally
obtained Vcross ∼ 0.4 eV and the time constant values τtunnel

and τs , one finds the following condition at the crossing point:

z

ae

> 1–3. (10)

This indicates that mechanisms of the relaxation switch from
the tunneling to the thermionic regime when a width of the
space-charge layer (z = d) becomes much longer than a size
of the wave functions (ae) at a surface that captures electrons
from the bulk. The behavior corresponds to closing of the
tunneling channel and, thus, it naturally explains the crossover
to the thermionic channel. A relation between the amount
of the surface potential and the size of the space-charge
layer can be understood with a simulation based on the
Poisson equation.4,22 Figure 12 shows a band diagram of
the space-charge layer with surface potentials of 0.4 and
0.68 eV. One can find that the layer width is longer when

0.7
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be
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in
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(e
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Distance from a surface, z (nm)

FIG. 12. (Color online) Numerical simulations of a band diagram
of space-charge layers with different surface potentials, indicated by
solid (red) and broken (black) curves.

the potential is larger. The amount of the surface potential
(the layer width) reduces by the SPV effect and returns
to the original after the relaxation. The critical value of
Vcross corresponds to the length which breaks down the
sufficient overlaps of the wave functions for the quantum
tunneling transport, Eq. (10). Despite the simple analysis,
the consistency in the crossover again justifies the tunneling
and the thermionic recombination models for explaining
relaxation of the SPV effect.

As shown in Fig. 10(d), the present analysis reveals an
intriguing relation between the fast process and the surface
disorder, which cannot be explained by the simple tunneling
model. It is inferred that the electronic transport phenomena in
the surface atomic layer play a significant role in understanding
the relation. On the ordered surfaces, the surface electron
transport is expected to be in the band conduction regime,
while on the disordered surfaces, it is likely in the hopping
regime. The difference in the surface transport mechanisms
may explain the distinctive time constants between the ordered
and disordered surfaces in Fig. 10(d). There is also the
other uncertainty about the mechanism. The electronic states
that trap electrons from the bulk spatially extend ∼5 nm
(ae) toward the bulk. The trapped state is likely a surface
resonance state that extends over several layers. It is also
inferred that the tunneling transport may be mediated by
an unoccupied state of the donor level in the space-charge
layer, as shown in Fig. 1(d). Detailed information on the
unoccupied surface states may be required to understand
the entire mechanism.

As shown in Fig. 1, electrons transferred from the bulk
recombine (non-) radiatively with the holes accumulated at
the surface. The surface states at the Fermi level act as an
amphoteric site for the electron-pair recombination (surface
recombination). As described above, the In/Si(111) ordered
phases of this study have surface states (SSs) distinct from
each other. The SS of the Si(111)7 × 7 surface has dangling
bond states,38,39 while those of the 4 × 1-In phases have 1D
dispersing metallic states.36,37 Moreover, the Si(111)

√
3 ×√

3-In surface is semiconducting38 and the surface has no
metallic state. Despite the various surface-state characters of
the surface phases, the time constants τthermal and τs show
apparent dependence only on the amount of surface band
bending and the surface disorder. This experimental evidence
indicates the importance of these parameters in the relaxation
or the carrier recombination process in the SPV in the
observed time range (picoseconds to microseconds).

IV. CONCLUSION

In summary, we have carried out time-resolved photoemis-
sion experiments on various In/Si(111) surfaces with different
surface parameters to investigate relaxation schemes of the
surface photovoltage effect. The relaxation rate was limited
by two steps of the carrier transfer from the bulk to the
surface: the tunneling process at the delay time �100 ns and
the thermionic process on the following time scale (�100).
The systematic relation between the carrier dynamics and the
surface parameters presented in this paper can be a guideline
for designing photovoltaic or photocatalytic materials.
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APPENDIX: THE TUNNELING RELAXATION MODEL

Relaxation of the surface photovoltage proceeds by recom-
bination of photoexcited electrons and holes. The process
can be quantitatively described in terms of decay of excess
carriers of either holes or electrons. In the present tunneling
model, the dynamical equation was formulated with the excess
electrons. During the relaxation, excess holes, accumulated
at the surface, recombine with excess electrons that tunnel
through the surface potential barrier. To unveil the detailed
mechanism, we deconvolute the model into the two processes,
as shown in Fig. 1(d): (i) tunneling transport of electrons from
the bulk to the surface through the space-charge layer (through
the surface potential) and (ii) the electron-hole recombina-
tion at the surface. Recalling Eq. (3), the tunneling model
can be formulated under the relaxation time approximation
with recombination rate (1/τtunnel) of process (ii), which is
imposed with the exponential factor of the tunneling transport
[exp(− 2z

ae
)] for process (i).

The potential variation by the carrier dynamics in the
tunneling model can be obtained from the Poisson equation
	φ(z,t) = 	V (z,t)/e = −eN (z,t)/εε0. The charge density,
determined from Eq. (3), is expressed as

N (z,t) = n(z)exp

{
− t

τtunnel
exp

(
−2z

ae

)}
, (A1)

where n(z) is the initial density distribution for excess carriers.
To obtain Eq. (4), we have adopted a method using the “sharp-
front approximation (Fig. 13).”42,44

Along the surface normal (z), the double exponential
function appears as integrand

V (t) = − e2

εε0

∫ d

0
dz′

∫ z′

0
n(z)exp

{
− t

τtunnel
exp

(
−2z

ae

)}
dz,

(A2)

0d

bulk layerspace-charge layer

vacuum

n0

n(t)t
1

< t
2

< t
3

surface

FIG. 13. A schematic drawing of temporal variation of excess
electron density distribution under the sharp-front approximation.

where z is the spatial coordinate directed from the surface
and z = 0 is taken at the interface between the space-charge
layer and the bulk layer. Under the sharp-front approximation,
a front shape of the charge density toward the surface varies
by the photoexcitation, followed by formation of the sharp
front after the relaxation of several τtunnel’s. At times t , all
the carriers after t + τtunnel are assumed to have recombined.
The time constant at the front is expressed as τtunnel exp{2[d −
z0(t)]/ae} = t + τtunnel, where d corresponds to width of the
space-charge layer or a layer of the surface potential barrier,
and

z0(t) = d − ae

2
ln

(
1 + t

τtunnel

)
. (A3)

This approximation is taken for time longer than the diffusion
of excited electrons (roughly longer than picoseconds) and it
is not valid for time just after t = 0. We then consider only the
excess carriers within the space-charge layer.

n(z) = n0, 0 < z < d (A4)

= 0, z > d (A5)

where n0 is taken as a constant. The integral in Eq. (A2) can
be given by

∫ z′

0
n0exp

{
− t

τtunnel
exp

(
−2z

ae

)}
dz = n0z

′, 0 � z � z0

(A6)

= n0z0, z0 � z � d. (A7)

The following integration is taken for the two different
spatial regions with different integrands:

V (t) = − e2

εε0

(∫ z0

0
n0z

′dz′ +
∫ d

z0

n0z0dz′
)

(A8)

= −e2n0z0

εε0

(
d − z0

2

)
. (A9)

Inserting (A3), the time dependence of the potential in the
tunneling model Vtunnel(t) is expressed by definition as

Vtunnel(t) = −V (t) = e2n0d
2

2εε0

[
1 −

(
ae

2d

)2

ln2

(
1+ t

τtunnel

)]
.

(A10)

It is of note that one can obtain the same formula44 of time
dependence for the excess hole density P (z,t). One simply
replaces n(z) and ae with the hole density gathered at the
surface, p(z), and the Bohr radius of the hole state that captures
an electron, ah, respectively. The long-time approximation
should logically be considered as the time longer than the
transition of holes to the recombination center [Fig. 1(d)].
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