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Spin-orbit coupling in quasiparticle studies of topological insulators
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Peter Grünberg Institute and Institute for Advanced Simulation, Forschungszentrum Jülich and JARA, D-52425 Jülich, Germany
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We present one-shot GW calculations of the bulk electronic structure of the topological insulators Bi2Se3

and Bi2Te3 within the all-electron full-potential linearized augmented-plane-wave formalism. We compare
three different ways of treating the spin-orbit interaction in calculating the quasiparticle energies: (i) The
spin-orbit coupling (SOC) is already incorporated in the noninteracting system that serves as starting point
for the quasiparticle correction. (ii) The SOC is added in a second-variation approach only after the quasiparticle
calculation has been performed in the absence of SOC. We found that the approximate treatment (ii) yields most
quasiparticle bands with reasonable accuracy but does fail in the important band-gap region, where the SOC
gives rise to a band inversion relevant for the topological properties of these materials. For example, Bi2Se3 is
just on the brink of becoming a trivial semiconductor within this approximate approach, while it maintains its
topological properties in the case of the consistent treatment (i). Finally, we consider another approach (iii), in
which the SOC is included in the Green function G as in (i), but neglected in the calculation of the screened
Coulomb potential W . This approach gives results in very good agreement with the full treatment (i), but with a
smaller numerical effort. We conclude that, in the high-symmetry directions studied, bulk Bi2Se3 is a direct-gap
and Bi2Te3 an indirect-gap semiconductor with band gaps of 0.20 and 0.19 eV, respectively.
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I. INTRODUCTION

Recently, many-body calculations within the GW

approximation1 have started to emerge in the theoretical study
of topological insulators.2–10 This field was so far dominated
by calculations based on model Hamiltonians or parameter-
dependent tight-binding descriptions,11–14 and density func-
tional theory (DFT) employing either the local-density (LDA)
or generalized gradient (GGA) approximation.15–24

Topological insulators are a kind of material that show new
electronic phenomena and great potential for applications in
spintronics, quantum computing, thermoelectrics, and green IT
due to the possibility of dissipationless currents.25–27 Strong
spin-orbit interactions cause an inverted band gap in these
materials, which is of the order of the spin-orbit strength
(up to a few hundreds of meV). Such small band gaps
require a reliable description of the electronic structure in
order to get accurate results. The characteristic inverted band
structure gives rise to nontrivial edge or surface states that,
by symmetry considerations, are required to be metallic. For
potential applications, it is desirable that these metallic surface
states form a Dirac cone separated from the bulk bands, and
that the Fermi level lies at the Dirac point. This situation
is known as the topological transport regime.28 The correct
description of the band gaps of the bulk semiconductors thus
becomes of great importance, as they have to host the surface
states. An accurate picture of the bulk band gaps allows us to
determine the possible overlap between the bulk band structure
and the surface Dirac cones and can therefore help in predicting
whether topological transport can be realized in the material
of interest.

In practice, DFT is restricted to the calculation of ground-
state properties. Properties that rely on excited states are
therefore often inadequately described within the Kohn-Sham
formalism of DFT. In fact, previous studies2,3,7,10 have shown
that the nature of the band gap (indirect or direct) of Bi2Se3

and Bi2Te3, its magnitude, and the dispersions of the bands

involved in the band inversion are not described correctly. It
has also been demonstrated recently5 that DFT can lead to
the wrong prediction of some trivial insulators as topological
insulators. Hence, the recent quest to perform beyond-DFT
studies (e.g., with the GW approximation) to achieve a more
reliable ab initio description of the electronic structure of these
materials.

Bi2Se3 and Bi2Te3 are among the most widely studied
topological insulators due to the simplicity of their surface
states consisting of a single Dirac cone at the � point,19 which
is observed in angle-resolved photoemission spectroscopy
measurements.28–31 Both compounds crystallize in a rhombo-
hedral structure with the space group R3̄m and five atoms in the
unit cell. They consist of covalently bonded quintuple layers in
the sequence Se1–Bi–Se2–Bi–Se1 (or, equivalently, with Te).
The layers are bound to the adjacent ones through weak van der
Waals forces. Their experimental inverted band gaps, between
approximately 100 and 300 meV,7,15,32–37 make them good
candidates for experimental studies of topological effects and
for room-temperature applications. In addition, these materials
and some of their alloys are nowadays commonly used in
thermoelectric refrigeration and power generation.15,38

The coupling of the orbital motion with the electronic
spin is responsible for the peculiar topological properties of
the electronic band dispersion in topological insulators. In
particular, it gives rise to a band inversion at the zone center
in Bi2Se3 and Bi2Te3. The band inversion can be imagined
as two parabolic bands, one with a minimum at −�/2 and an
inverted one with a maximum at �/2. The two bands—formed
in the present materials by the Bi 6p and Se (Te) 5p states,
respectively—hybridize so that a direct crossing is avoided
and an energy gap opens. Depending on the strength of
the hybridization relative to �, an M-shaped valence and a
W-shaped conduction band may or may not form. The presence
of this characteristic camelback shape in the band dispersion
is a clear indication for inverted bands. But the reverse is not
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true: Band inversion may be present even without a camelback
shape.

As the electron moves through the crystal field, it sees, in
its reference frame, a changing electric field that, according
to Maxwell’s equations, gives rise to an intrinsic magnetic
field, with which the electron spin magnetic moment interacts.
The spin-orbit coupling (SOC) term in the Hamiltonian can
be interpreted as the magnetic energy of this interaction. In
this sense, the SOC is a one-electron phenomenon that is
readily treated within an independent-particle approach, such
as the Kohn-Sham formalism of DFT. A treatment within
many-body perturbation theory seems straightforward: The
SOC can already be taken into account in the independent-
particle reference system that is used as the starting point for
the quasiparticle renormalization. However, this leads to very
expensive calculations because the SOC gives rise to spin-off-
diagonal blocks in the Hamiltonian, the Green function G, and
the self-energy �. Therefore, the first GW calculations with
SOC present in the literature2,3 for Bi2Se3 and Bi2Te3 were
carried out in a second-variation approach: After performing
a one-shot GW calculation without SOC, a Hamiltonian is
constructed with the quasiparticle energies on the diagonal
and all matrix elements of the SOC operator obtained in
a conventional DFT calculation; diagonalization then yields
new quasiparticle energies. However, this mixing of a single-
particle operator (the SOC) and excitation energies of the
many-body system (the quasiparticle energies) is inconsistent
and must be considered an approximation. In fact, Sakuma
et al.4 have recently shown that quasiparticle calculations
with a full treatment of SOC, employing the four-component
spinor wave functions, improve the spin-orbit splittings of Hg
chalcogenides with respect to the values given by LDA. This
is because, by incorporating the SOC already in the reference
system, the GW self-energy acquires terms that couple the two
spin channels, which enables a many-body renormalization of
the spin-orbit split bands, an effect that is absent otherwise.

The second-variation approach used in Refs. 2 and 3 is
based on a GW calculation in the absence of SOC, thus making
calculations much more computationally efficient than those
with a full treatment of SOC (which are about 10 times more
time consuming). This is very promising, as the variety and
the size of the systems that can be studied with this simpler
approach is larger. However, the validity of this approximation
for topological insulators, and in particular for the family of
Bi2Se3 and Bi2Te3, remains to be assessed.

In this work we compare quasiparticle results calculated
with the full treatment of SOC with those obtained from the
second-variation approach. While the two approaches yield for
the most part very similar quasiparticle band dispersions, we
show that the latter does not reproduce correctly the dispersion
of the important bands involved in the band inversion at the
zone center. We have also performed calculations including
SOC in a full way, but only in the calculation of the Green
function G, whereas the screened interaction W (whose
calculation is computationally demanding) was calculated
without spin-orbit interactions [i.e., it is approximated by
the scalar-relativistic (SR) approach]. As we will see, this
approach gives a reliable and good approximation at a smaller
computational expense. In addition, it allows us to investigate
the relative importance of changes induced by the SOC in G

and W , whose product gives the GW self-energy. We find
that the changes in W affect the quasiparticle energies only a
little, whereas a much bigger effect is seen from SOC-induced
changes in the Green function.

II. METHODS AND COMPUTATIONAL DETAILS

The DFT and GW calculations are carried out within
the all-electron full-potential linearized augmented-plane-
wave (FLAPW) formalism as implemented in the DFT code
FLEUR39 and the GW code SPEX.40 For the self-consistent
determination of the electronic density within DFT we employ
the LDA exchange-correlation functional.41 The use of the
GGA functional has been shown to yield similar results.7,10

We use an angular momentum cutoff of lmax = 10 in the
muffin-tin spheres, a plane-wave cutoff of 4.5 bohrs−1 in
the interstitial region, and an 8×8×8 k-point grid to sample
the Brillouin zone (BZ). Semicore d states of Se, Te, and Bi
are treated as valence states by the use of local orbitals. We
use the experimental lattice structures of Refs. 42 and 43 for
Bi2Se3 and Bi2Te3, respectively.

The mixed product basis40,44 used in the GW calculations
is constructed with an angular momentum cutoff of Lmax = 5
and a plane-wave cutoff of 2.9 bohrs−1. We have thoroughly
converged the excitation energies with the number of unoccu-
pied states and have found that with 500 bands (corresponding
to states about 80 eV above the Fermi energy) we obtain band
gaps that are converged to within less than 10 meV. We use a
4×4×4 k-point sampling of the BZ for the GW calculations.
Two additional local orbitals per angular momentum up to
l = 3 are included for each atom to describe high-lying states
accurately and to avoid linearization errors.45,46 We do not
use any interpolation technique to represent the GW band
structures shown in this work. Instead, the self-energy is
evaluated for each represented k point explicitly. The Fermi
level is placed in the middle of the band gap in each case.

In the present work we compare three different approaches
to include spin-orbit interactions in GW calculations. We label
them by “GW + SOC,” “GSOCW SOC,” and “GSOCW” in the
following.

The first one (GW + SOC) incorporates the SOC using
second variation47 after the quasiparticle correction to the
Kohn-Sham energies has been performed, a technique that
is often used in LDA calculations to include SOC (referred
to as “LDA + SOC”). In this approach, the relativistic Hamil-
tonian H is represented in the scalar-relativistic Kohn-Sham
eigenstates. So, it consists of the diagonal scalar-relativistic
Hamiltonian HSR with the scalar-relativistic LDA eigenvalues
on the diagonal and the full SOC matrix HSO. The diag-
onalization of H = HSR + HSO then yields the relativistic
LDA eigenstates, i.e., including SOC. When applied to GW

one replaces the scalar-relativistic LDA eigenvalues by the
quasiparticle energies obtained in the absence of SOC, which
is the approach used in Refs. 2 and 3 for Bi2Se3 and Bi2Te3.48

While the application of the second-variation procedure in the
conventional DFT self-consistency loop only corresponds to a
change of basis on the LDA level and, thus, does not constitute
an approximation (apart from a possible reduction of the basis
set), it must be considered an approximation when applied
to the GW quasiparticle correction: (1) The quasiparticle
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amplitudes cannot be interpreted as single-particle states.
Thus, using them to set up a SOC Hamiltonian with the
single-particle SOC operator is inconsistent. (2) The self-
energy operator depends on the reference system through
the Green function and the screened interaction. Omitting
the SOC in the noninteracting reference system amounts to
neglecting spin-orbit induced screening effects. (3) Since the
SOC is only considered after the quasiparticle correction, a
many-body renormalization of spin-orbit split bands is not
possible. (4) The quasiparticle equation [Eq. (5)] is nonlinear
in the quasiparticle energy Ekμ. The a posteriori inclusion of
SOC changes Ekμ, thus detuning, in a sense, the nonlinear
quasiparticle equation solved previously without SOC.

We note that the GW + SOC approximation, in the way
described here, is only applicable in cases where the Kohn-
Sham states are reasonable approximations for the quasi-
particle amplitudes (without SOC). This is correct for the
two systems considered in this work, but not for another
topological insulator of the same family, Sb2Te3, where the
LDA calculation in the absence of SOC yields a “negative”
band gap, while the GW gap (also without SOC) is
positive. In Ref. 9 we showed that off-diagonal elements of
the self-energy � become crucial in this case to describe
the hybridizations close to the band-gap region correctly. But
when GW calculations are performed in such a way (including
the off-diagonal elements of �), the resulting quasiparticle
amplitudes deviate in general from the Kohn-Sham states—
and they do so strongly in Sb2Te3—impeding a straightforward
application of the GW + SOC method.

The second approach used (GSOCW SOC) is the one proposed
in Ref. 4, in which the SOC is fully taken into account
in a one-shot GW formalism already at the level of the
noninteracting reference system, i.e., it is naturally contained
in the single-particle Green function G, the screened inter-
action W , and thus also in the self-energy �. In this way,
the formal inconsistency mentioned above is avoided, and
spin-orbit screening effects as well as renormalization effects
in spin-orbit split bands are taken into account. This approach
is consistent with the original formulation by Hedin1 and also
with a recent generalized formulation by Aryasetiawan and
Biermann.49,50 Using an explicit spin-dependent notation, the
GW self-energy is written as

�αβ(r,r′; ω) = i

2π

∫
Gαβ(r,r′; ω + ω′)

×W (r,r′; ω′)eiηω′
dω′, (1)

where α and β are the spin indices and η is a positive
infinitesimal. The Green function reads

Gαβ(r,r′; ω) =
∑
k,μ

φα
kμ(r)φβ∗

kμ(r′)

ω − εkμ + iη sgn(εkμ − εF)
, (2)

where εF is the Fermi energy, k is a Bloch vector, μ is the band
index, and εkμ are the eigenvalues corresponding to the spinor
Bloch functions

φkμ(r,s) =
{

φ
↑
kμ(r) for s =↑

φ
↓
kμ(r) for s =↓ (3)

with the spin variable s. In the muffin-tin spheres, i.e., close
to the atomic nuclei, the fully relativistic Dirac equation is
employed so that each of the two functions separate further
into a large and a small component and Eq. (3) becomes a
four-component spinor wave function. The screened Coulomb
interaction W is calculated from the polarization function P

via the equation W = v + vPW , where v is the bare Coulomb
interaction and

P (r,r′; ω) = −i

2π

∑
α,β

∫
Gαβ(r,r′; ω + ω′)

×Gβα(r′,r; ω′)dω′. (4)

The quasiparticle energies, finally, are determined from the
quasiparticle equation∑

β

hαβ(r)ψβ

kμ(r) +
∑

β

∫
�αβ(r,r′; Ekμ)ψβ

kμ(r′)d3r ′

= Ekμψα
kμ(r), (5)

where ψα
kμ(r) is the α component of the quasiparticle spinor,

and the single-particle operator hαβ(r) contains the relativistic
kinetic-energy operator including the spin-orbit coupling term
and the electrostatic potential created by the atomic nuclei
and the electronic charge distribution. In the GSOCW SOC and
GSOCW calculations, we solve Eq. (5) in the basis of the LDA
single-particle states explicitly, while a perturbative solution is
used for the GW + SOC approach, neglecting the off-diagonal
elements of the self-energy.9

The spinor wave functions give rise to spin-off-diagonal
elements in the Green function and the self-energy, and the
coupling of the spin channels is mediated by the SOC. This
allows for spin-flip processes and many-body renormalization
of the spin-orbit interaction itself.

Equation (4) shows that W does not depend explicitly on
the spin, but it is affected by the SOC implicitly through the
Green function. This leads to the question to which extent
this implicit dependence affects the self-energy. Therefore, we
consider a third approach in this work (GSOCW ), in which
the SOC is fully taken into account in the Green function
[Eq. (2)], while the screened interaction is taken from a
calculation without SOC. This approximation is a compromise
between GW + SOC and GSOCW SOC. It is computationally
more expensive than the former but considerably cheaper
than the latter, as the calculation of W with full SOC is
a particularly demanding step. A comparison with results
from GSOCW SOC will demonstrate how the SOC affects
the screening. Furthermore, since the same W is used, a
comparison with results from GW + SOC allows us to assess
the error introduced by adding the SOC a posteriori instead of
already in the noninteracting reference system as in GSOCW .
The GSOCW approximation was found in Ref. 4 to be a very
good approximation for mercury chalcogenides, which also
present a band inversion due to spin-orbit interactions.

In this work we compare the three approaches to assess
their validity for Bi2Se3 and Bi2Te3. In particular, we compare
the GW + SOC results with those in Refs. 2 and 3. It should
be noted that our calculations differ from the latter ones in
two important aspects: First, we do not use the plane-wave
pseudopotential method but an all-electron approach, which
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AGUILERA, FRIEDRICH, AND BLÜGEL PHYSICAL REVIEW B 88, 165136 (2013)

treats core, valence, and conduction electrons on an equal
footing. Second, instead of using a plasmon-pole model
we take into account the full frequency dependence of the
screening and evaluate the frequency convolution in GW

[Eq. (1)] explicitly with a contour-integration technique;51,52

18 frequencies are used to sample W (r,r′; ω) on the imaginary
frequency axis, i.e., for ω = [0,i∞[ (W is symmetric around
ω = 0), and an equidistant mesh with step size 0.01 Ha is
employed for real ω. The self-energy �αβ(r,r′; ω) is evaluated
on an equidistant mesh ω = [−0.2,0.2] Ha relative to the
Fermi energy with step size 0.01 Ha. For the solution of
the quasiparticle equation [Eq. (5)] we employ a spline
interpolation for all self-energy matrix elements. We note that
no finite value is used for the infinitesimal η in Eq. (2). Instead,
we take the exact limit η → 0+, which leads to a mathematical
δ function in the imaginary part ImP of Eq. (4), making the
application of the tetrahedron method53 straightforward. The
real part ReP is then obtained by a Hilbert transformation.

III. RESULTS

Figure 1 shows the LDA and GW band structures of Bi2Se3

and Bi2Te3, as calculated from the standard LDA + SOC
approach as well as the different flavors of GW schemes that
incorporate SOC discussed above. Along the high-symmetry
directions, except around the � point, we can see that the three
approaches to SOC give very similar results. We also see that
the positions of the conduction-band minimum (CBM) and
the valence-band maximum (VBM) within GW change with
respect to LDA. As has already been discussed in previous
works of these materials,3,7 we observe a flattening of the
characteristic camelback shape of the valence band when GW

is applied. This might result in band gaps that change from
indirect to direct, as in the case of Bi2Se3. The VBM of Bi2Se3

[Fig. 1(a)] changes from its LDA + SOC position in the Z-F
direction to the � point, resulting in a direct GW band gap,
in agreement with Refs. 3 and 7. This happens in all three
GW approaches, but with GW + SOC showing a significantly
different dispersion at the � point than the other approaches
(see below). For Bi2Te3 [Fig. 1(b)] we find the GSOCW SOC

(and GSOCW ) CBM and VBM in the same directions as in the
LDA + SOC calculation: �-Z and Z-F, respectively. This is in
contrast to the results found by Yazyev et al.,3 in which the
CBM appears clearly at the � point, a result that is reproduced
by our GW + SOC approach.

Table I shows the corresponding LDA and GW band gaps.
We also indicate in square brackets whether the band gaps
are direct or indirect and we compare them (in parentheses)
with previous GW results in the literature. The values of the
GSOCW SOC band gaps are in good agreement with experiments
and previous results. The GSOCW SOC band gap of Bi2Se3 is in
better agreement with experiments than those from the other
approaches studied in this work. As shown by Nechaev et al.,7

different structural parameters used in the calculations can
give rise to differences in the (GSOCW SOC) band gaps of up
to 0.15 eV in Bi2Se3. The experimental structure used in the
present work is very close to the LDA-relaxed structure of
Ref. 7, where a band-gap value (0.19 eV) very close to ours
was reported.
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FIG. 1. (Color online) LDA + SOC, GW + SOC, GSOCW , and
GSOCW SOC band structures of (a) Bi2Se3 and (b) Bi2Te3. The black
rectangles show the range in which the magnifications in (c) and (d)
are represented.

For Bi2Te3, the GSOCW SOC indirect band gap is in good
agreement with the experimental values. Our values are
slightly bigger than the experimental ones, which might point
to a location of the real VBM and CBM away from the
high-symmetry k points examined here. The exact position
of the VBM and CBM is still under debate. Kioupakis et al.2

employed a Wannier interpolation to examine the GW band
structure in a two-dimensional sheet of the Brillouin zone.
However, the authors used the GW + SOC approach, which,
as we will see, can lead to wrong dispersions of the bands. It
has come to our attention that Nechaev and Chulkov10 have
recently performed similar calculations with the GSOCW SOC
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TABLE I. LDA + SOC, GW + SOC, GSOCW , and GSOCW SOC

band gaps of Bi2Se3 and Bi2Te3 compared to experimental values (in
eV). [D] and [I] indicate a direct and indirect band gap, respectively.
In parentheses, we show the GW values of previous works.

Bi2Se3 Bi2Te3

LDA + SOC 0.27[I] 0.14[I]
GW + SOC 0.01[D] (0.30a) 0.18[I] (0.17a,b)
GSOCW 0.17[D] 0.21[I]
GSOCW SOC 0.20[D] (0.19c; 0.34d) 0.19[I]
Expt. 0.2–0.33[D]e 0.13–0.17[I]f

aReference 3, with experimental structure from Ref. 43.
bReference 2, with experimental structure from Ref. 42.
cReference 7, with LDA-relaxed structure.
dReference 7, with experimental structure from Ref. 43.
eSee, e.g., Refs. 7,15,32 and 33.
fReferences 34–37.

approach and without a Wannier-interpolation scheme and
found different positions of VBM and CBM than Ref. 2.
Based on their results, they infer an optimal band-gap value
of 0.16 eV.

Figure 1 shows good agreement between the GSOCW band
structures (green dashed lines) and the GSOCW SOC ones (red
solid lines). They are for the most part situated between the
GSOCW SOC and GW + SOC bands, in line with the formal
theoretical level as well as the computational expense of
the methods relative to each other. More importantly, the
band-inversion region is described correctly within GSOCW

in contrast to GW + SOC. The differences between the
GSOCW SOC and GSOCW bands are not bigger than 40 meV,
being much smaller for most of the states. Furthermore, Table I
shows that the GSOCW band gaps are in relatively close
agreement with the GSOCW SOC ones. This indicates that the
inclusion of SOC induces only small changes in the screened
interaction, while the fundamental changes appear in the
Green function, confirming an earlier result by Sakuma et al.4

Considering that the construction of W with a full account
of SOC is a very time-consuming step, this is an important
finding for future GW calculations of these materials.

The GW + SOC calculations, shown as blue dotted lines in
Fig. 1, were performed in the same way as in Refs. 2 and 3.
When comparing these results to those of GSOCW SOC, there
are two main issues that have to be discussed.

First, the GW + SOC band structure is, for the most part,
in close agreement with the GSOCW SOC one, but around
the � point of Bi2Se3, where the band inversion takes
place, the GW + SOC band structure shows a peculiar “X”
shape that looks like two metallic bands that cross right at
the Fermi energy, in blatant disagreement with the GSOCW SOC

(and GSOCW ) band structure. (The X shape should not be
confused with the Dirac cone formed by the surface states
of topological insulators since here we discuss the bulk band
structure.) Having a closer look [Fig. 1(c)] at what seems to be
a crossing, we find that it is actually composed of a valence and
a conduction band, with a tiny—but still inverted—band gap
of 10 meV (see Table I). We will discuss this behavior later,
as it was not found by the previous GW + SOC calculations.3

In the case of Bi2Te3 [Fig. 1(d)], on the other hand, we do

not see such a peculiar band dispersion, but it still looks
qualitatively different from the GSOCW SOC one. The highest
valence band of GW + SOC shows a local maximum at the �

point, completely removing the pronounced camelback shape
found in LDA + SOC. An orbital analysis shows, however,
that the band inversion persists nevertheless. The GSOCW SOC

bands are in between, with a relatively flat but still identifiable
camelback shape. Since the VBM is at a point in the Brillouin
zone, which is described similarly by all GW approaches [see
Z-F direction in Fig. 1(b)], we find indirect band gaps with
rather similar gap values (see Table I) in contrast to Bi2Se3.

Second, in addition to that of the highest valence band,
the dispersion of the lowest conduction band of Bi2Te3 in the
�-Z direction differs significantly between GSOCW SOC and
GW + SOC. The highest occupied state at the � point is, as
we have just seen, a local maximum in GW + SOC instead
of a local minimum. Inversely, the lowest unoccupied state
is a minimum (actually the global one along the examined
directions) instead of a local maximum. The CBM of Bi2Te3

is, thus, located at the � point within GW + SOC, unlike what
we find in the reference GSOCW SOC approach, which places
the CBM at a k point along the �-Z direction.

To clarify the origin of the X shape found at the � point
of Bi2Se3 and, in particular, to explain why it was not found
in Ref. 3, we present in Fig. 2 the band dispersions calculated
with the second-variation approach with the following
energies on the diagonal: (1) Kohn-Sham eigenvalues
(LDA + SOC), (2) GW quasiparticle energies (GW + SOC),
and (3) Kohn-Sham eigenvalues where the unoccupied
states have been shifted rigidly upwards by 0.1, 0.2, 0.3,

LDA + SOC
LDA+0.1eV + SOC
LDA+0.2eV + SOC
LDA+0.3eV + SOC
LDA+0.4eV + SOC

GW + SOC

-1.0

-0.5

0.0

0.5

1.0

Γ

E
 - 

E
F 

(e
V

)

F →←  L

FIG. 2. (Color online) Band structure of Bi2Se3 around the �

point calculated with the second-variation approach to SOC using as
a starting point the following calculations without SOC: LDA, LDA
with artificial openings of the band gap (labeled, e.g., LDA + 0.1 eV),
and GW .
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and 0.4 eV (e.g., LDA + 0.1 eV + SOC), thereby making
a connection between LDA + SOC and GW + SOC. As
already mentioned above, LDA + SOC (gray solid curve)
produces the well-known camelback shape, characteristic of
band inversion, and GW + SOC (blue dashed line) leads to
the X-shaped bands described above. The band dispersions in
between are realized by the artificial opening of the LDA band
gap, where LDA + 0.4 eV matches approximately the GW

gap. We note that the corresponding bands are nearly identical
only at the � point, while they are clearly different elsewhere,
which shows that the GW correction, even in the absence of
SOC, cannot be described merely by a rigid upward shift of
the unoccupied states.

Our LDA and GW band gaps without SOC for Bi2Se3

are direct at the � point and have values of 0.08 and
0.41 eV, respectively. This GW value is around 0.2 eV larger
than that found in Ref. 3 (0.212 eV), certainly not a big
difference in absolute terms, in particular for such different
GW calculations. However, the relative difference is rather
large due to the small absolute band-gap value of Bi2Se3,
which affects strongly the hybridizations arising from SOC
and leading to the band inversion. There are several possible
reasons for this difference between Ref. 3 and the present work:
(1) the difference in the LDA band gaps (0.08 vs 0.151 eV),
(2) different numbers of states used in the GW calculations
(500 vs 270), (3) different lattice structures (we found a GW

band gap of 0.35 eV with the structure of Ref. 43, which is the
one used in Refs. 3 and 54, see also Ref. 7), (4) all-electron
vs plane-wave basis, (5) full potential vs pseudopotential
approximation, and (6) full frequency dependence of W and
contour integration vs plasmon-pole approximation. The effect
that each of these points has on the quasiparticle correction is
difficult to quantify individually without a thorough compari-
son of the two computer codes.

Figure 2 illustrates the origin of the X shape, found in this
work and not in Ref. 3. As the inclusion of SOC produces
the band inversion, the larger the band gap of the system
without SOC, the smaller the inverted band gap found after
the inclusion of SOC, until, around LDA + 0.5 eV in this case,
the SOC is not strong enough to produce a band inversion
anymore, and the material becomes a trivial semiconductor.
Our GW + SOC result is, thus, just at the border of band
inversion, which manifests itself in the peculiar X-shaped
bands.55 In fact, using k · p perturbation theory in the form
presented in Refs. 3 and 19 such an X shape can be found for
suitably chosen parameters.

IV. SUMMARY AND CONCLUSIONS

We have performed GW calculations for the topological
insulators Bi2Se3 and Bi2Te3 including spin-orbit coupling
within three different approaches: (i) A full treatment of SOC
in both G and W (GSOCW SOC), used here as a reference,

and two approximations. (ii) A second-variation approach
(GW + SOC) that enables calculations with a considerably
lower computational cost compared to (i) but fails in de-
scribing the important band-inversion region, which deter-
mines the topological properties of the materials. And (iii) a
full treatment of SOC, like in (i), but only in the calculation of
the Green function G and not in W (GSOCW ). The latter has
proven to be a useful approximation for the two materials, as
it predicts results in close agreement to GSOCW SOC, avoiding
the time-consuming step of calculating the screened interac-
tion W including SOC.

The second-variation GW + SOC approach has been found
to yield an electronic band structure that is overall in reason-
able agreement with the GSOCW SOC one, but the important
dispersion of the bands involved in the band inversion of
Bi2Se3 and Bi2Te3 are not obtained correctly when compared
to GSOCW SOC. In particular, Bi2Se3 is on the brink of becoming
a trivial semiconductor in GW + SOC. We have seen that the
GW + SOC approach gives qualitatively different locations of
the VBM and the CBM in these materials. For example, the
CBM in the high-symmetry directions studied is at the � point
in Bi2Te3, while it is at a k point away from the � point within
GSOCW SOC. A discussion extended to the mirror plane can be
found in Ref. 10.

We have found that differences as small as 0.2 eV in the
GW starting point can lead to substantial qualitative changes
in the GW + SOC results (Fig. 2). This becomes especially
delicate for compounds like Bi2Se3 for which the GW band
gap depends strongly on the structural parameters.

The qualitative changes between the LDA and GW band
structures in the vicinity of the � point, where the band
inversion takes place, invites us to reinvestigate the surface
states of these topological insulators within a GW framework.
At present, studying surfaces of these materials within the
GW approach with a full account of SOC (labeled here by
GSOCW SOC) is computationally too demanding. On the other
hand, an approach on a higher theoretical level than LDA might
help to shed light on some aspects of these compounds (a first
attempt in that direction can be found in Ref. 3). Therefore, it is
important to study ways of simplifications that can be applied
in order to make GW calculations of surface states feasible
without a loss of accuracy. The analysis presented here can be
useful in this respect.
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