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The bright exciton splitting in nanosystems and its origins are of primary importance for quantum-dot-based

entangled-photon-pair generation. In this paper, I investigate excitonic energies and fine structure for million-atom
InAs/InP quantum dots using many-body theory in conjunction with the empirical tight-binding method. Whereas
the phenomenological theories relate the fine-structure splitting to quantum-dot-shape asymmetry, using an
atomistic approach I demonstrate that for certain elongated quantum-dot shapes the bright exciton splitting can
be significantly reduced. I demonstrate that strain effects play an essential role as the main contribution to the bright
exciton splitting in InAs/InP quantum dots and observe highly reduced fine-structure splitting for high-symmetry
quantum dots without wetting layer. I report the “intrinsic” fine-structure splitting, due to the underlying crystal
lattice, to be generally significantly larger than the values predicted by the empirical pseudopotential calculations.
Finally, I study excitonic properties of alloyed InAsP quantum dots and demonstrate that alloying effects can
significantly reduce fine-structure splitting even in significantly elongated quantum dots.
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Various potential applications in quantum cryptography'
and quantum computations® necessitate efficient entangled-
photon-pair generation. The biexciton-exciton cascade process
in semiconductor quantum dots (QDs) has been proposed as a
source of polarization entangled photon pairs,? yet for realistic
QDs the intermediate exciton state is split by the electron-
hole exchange interaction.* The energetic difference between
the two bright exciton states, known as the fine-structure
splitting (FSS), is typically (10-100 ueV) much larger than
the radiative linewidth (1 peV), hindering the process of
entangled-photon-pair generation.

There are ongoing experimental efforts to manipulate
and reduce the FSS including the post-growth annealing
techniques,’ spectral filtering,® the selection (“cherry pick-
ing”) of QDs with low FSS,” or the site-controlled growth
of high-symmetry pyramidal QDs.® On the other hand, the
dynamic control of the FSS involves application of electric®!°
and magnetic fields,!' dressing excitons with photons,'?
applying stress,'>»!* or the simultaneous application of two
fields, e.g., large strain and electric fields.'>

The FSS is also a subject of intensive theoretical research.
Whereas the “effective” theories*!®!” relate the FSS to the
QD-shape asymmetry, recent atomistic calculations emphasize
the role of the true atomistic symmetry due to the underlying
zinc-blende lattice.'*!32! In an atomistic calculation, the
bright exciton splitting is therefore present even in fully
shape-symmetric dots, where the standard k-p theory pre-
dicts no FSS (Refs. 16 and 17) and requires sophisticated
symmetrization®’~2* to account for the correct atomistic sym-
metry. It is therefore convenient to decompose? the FSS into
the “extrinsic” contribution due the QD macroscopic shape
anisotropy or elongation®® and the “intrinsic” FSS due the crys-
tal lattice, that can be present even in shape-symmetric QDs.

Although recent theoretical efforts focus on development
of the group-theoretical interpretation of the FSS, a detailed
quantitative understanding of the FSS is still lacking. For
example, in this paper I study a large set of QDs having the
same point-group symmetry, yet with the FSS values spanning
two orders of magnitude. I demonstrate that the strain effects
are predominantly responsible for the magnitude of the
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intrinsic FSS and I also study effects of alloying. Further, I
report the FSS values significantly larger then those predicted
by the empirical pseudopotential method (EPM). As noticed
by the EPM researchers,?’ this method systematically predicts
much lower FSS values than those reported in the experiment
(or in the current empirical tight-binding paper). I do not
confirm highly reduced FSS for InAs/InP systems as predicted
by the EPM,” nor the necessity of the “ordering effects”
inclusion?’ for the theoretical explanation of the observed
FSS values.

I. METHODS

The calculation consists of several major steps: first atomic
positions are calculated. To calculate strain-relaxed positions,
I use the atomistic valence force field (VFF) approach of
Keating.”® This method is described in more detail in Refs. 29
and 30 and in our previous papers.'=* To preserve the axial
symmetry of QDs, I model the external InP (or GaAs) buffer
surrounding QDs as a cylinder (see Fig. 1). The computational
domains for the strain calculation (96 nm diameter and
120 nm height) have reached over 30 million atoms.* For all
considered QD systems, the size of the computational domain
guarantees convergence of the strain distribution.*

Due to the small lattice mismatch of InAs and InP, I
neglect the piezoelectric effects in the present calculation,
following similar arguments by Gong et al® who ignore
piezoelectricity in the empirical pseudopotential paper on
InAs/InP quantum dots. Consistently, piezoelectric effects can
generally be neglected for low-aspect-ratio’’3° quantum dots,
such as studied in this paper, for which the piezoelectricity
is either negligible*” or the contribution due to second-order
effects tends to cancel linear terms.3”#!

Once the atomic positions of the strained system are
obtained, I use them to calculate single-particle energies with
the empirical tight-binding model that accounts for strain, d or-
bitals, spin-orbit interactions, and for the atomistic effects such
as the dot/matrix interface and crystal-lattice symmetry.333*

The single-particle tight-binding Hamiltonian for the sys-
tem of N atoms and m orbitals per atom can be written, in the
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language of the second quantization, in the following form:
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where c (ciq) 1s the creation (annihilation) operator of a
carrier on the orbital « localized on the site i, E;, is the
corresponding onsite (diagonal) energy, and #;, jg describes
the hopping (off-site, off-diagonal) of the particle between
the orbitals on (4) nearest-neighboring sites. Coupling to
further neighbors is neglected. Finally, A;, g (onsite, off-
diagonal) accounts for the spin-orbit interaction following the
description given by Chadi.*?

Strain in the tight-binding (TB) method is accounted by the
modification of Hamiltonian matrix elements from bulk
(unstrained) values to values modified due to bond
lengths/angles modification. Therefore, for the case with
strain effects (artificially) neglected, I use bulk TB parameters
set from Ref. 43 and there is no strain contribution in
the Hamiltonian nor the relaxation of atomic positions is
accounted for. It should, thus, be emphasized that if one uses
InAs/InP bulk Hamiltonian matrix elements, one is simply
neglecting strain effects. For the strained systems, since
strain effects change bond lengths and angles, strain-relaxed
positions are used to modify TB parameters (diagonal and
off-diagonal matrix elements) following the description given
in detail in my earlier paper.*

Coulomb matrix elements (Coulomb direct and exchange
integrals) are calculated according to the approach given
in Ref. 32. In this approach, not being able to calculate
the effective Coulomb interaction self-consistently,** one
assumes a statically screened Coulomb interaction. Hence,
the Coulomb matrix elements V;;,; are given by

2
—=—=——= OB (), (2)
e(r1,m)|r — 2|

where €(71,73) is the position-dependent dielectric function
and ¢ are single-particle wave functions. The tight-binding
wave function is given in the form of linear combination of
atomic orbitals (LCAO):

Zb |Ra), ©)

where Ra is the « orbital localized on atom I_é, and b s
the LCAO expansion coefficient. By substituting Eq. (3) into
Eq. (2) and then by utilizing a series of approximations,’>#
one gets an approximate form of Coulomb matrix elements?>
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where « is the orbital index and I_éi denotes the position of the
ith atom.

The first term is the long-range, bulk-screened, contribution
to the two-center integral built from the monopole-monopole
interaction*®*’ of two charge densities localized at different
atomic sites. The second term is the onsite unscreened
part, calculated by direct integration using atomic (Slater)
orbitals.*®*° This approach is justified by the fact that the
screening (Thomas-Fermi) radius (=24 A) is on the order
of bond length*>* resulting in the nearly bulk screening of
off-site (long-range) terms and limited screening of onsite
(short-range) contribution.

By using a multiscale® approach, the number of atoms
for the single-particle calculation is reduced. Both the single-
particle (tight-binding) and Coulomb matrix elements calcula-
tions domains®> contained ~1 million atoms. The Hamiltonian
for the interacting electrons and holes can be written in second
quantization as’!

I:Ie,(:ZEf c,—l—ZEhhh—l— Z J‘;dccckcl
i

ijkl
1
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The many-body Hamiltonian for the electron-hole pair (exci-
ton) is solved using the configuration interaction approach.*>-
The excitonic Hamiltonian does include vertex corrections**
in the form of electron-hole interaction, but self-energy
corrections are included indirectly in the electron and hole
energies fitted to experimental transitions of bulk material.
The contribution to the self-energy correction due to the
presence of image charges at the quantum dot/surrounding
interface is small primarily because of cancellation between
the self-energy interaction of each particle with its own image
charges and the excitonic corrections.>?

Typically,* excitonic fine structure is calculated using a
basis formed by the lowest-electron and -hole states only.
In this paper, however, for the configuration interaction
calculations, following Ref. 19, T use all possible determinants
constructed from the 12 lowest-energy electron and 12 lowest-
hole states (including spin). Finally, the optical spectra are
found by calculating the intensity of photoluminescence from
the recombination of one electron-hole pair in an N-exciton
state using Fermi’s golden rule:3%°!-32

I(w)ZZHf,N—llP_Ii,N>I23(Ei—Ef—hw), (6)
f

where |i, N) is ith state of the N-exciton system and ( f,N — 1|
is fth state of the N — 1 exciton. The interband polarization
operator P~ describes all the possible electron-hole recombi-
nation channels:>!

P™ =" (L [é - Flmp)eihm, (7)
Im
where (I,|€ - 7|m,) is a dipole matrix element® calculated

from single-particle (electron and hole) tight-binding wave
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FIG. 1. Schematics of quantum-dot shapes and computational
domains (see the text) considered in the paper: (a) disk-shaped InAs
QD on a InAs wetting layer surrounded by a InP or GaAs buffer, (b)
lens-shaped InAs QD on a InAs wetting layer surrounded by a InP
or GaAs buffer, and (c) disk-shaped QD without the wetting layer, a
nanowire QD.

functions for a given polarization of light €. In this work, I con-
sider only single excitons and identical occupation probability
of both bright excitonic states (corresponding to low-pumping
power and low-temperature limit in the experiment). In the case
of a single exciton, the above equations are further simplified
with the final state being the vacuum.

II. RESULTS

I have studied a large family of over 300 different InAs/InP
QDs. Several InAs/GaAs systems have been investigated as
well for comparison. I start with the results for the disk-shaped
InAs/InP QD similar to those grown by the indium-flush
self-assembly approach.’* The QD height is 3 nm and the
diameter is 20.6 nm. The QD is localized on a 0.6-nm-thick
wetting layer (Fig. 1). The presence of the wetting layer is
particularly important for disk-type quantum dots as it lowers
the overall quantum-dot symmetry from D, to C,, (the lack of
“rotoinversion operation”!?), and therefore disk-type quantum
dots located on the wetting layer have low C,, symmetry. The
lateral shape of the QD is modified from cylindrical to elliptical
(Fig. 2), with the anisotropy parameter ¢ defining lengths of the
majorx = r X (1 4+ ¢)and minor y = r/(1 + t) QD axes, with
r being the radius of the cylindrical (r = 0) QD. I consider the
elongation along two nonequivalent [110] and [110] crystal
axes.!%26

Figure 3 shows the evolution of the single particle:
(a) electron and (b) hole levels as a function of the QD-shape
anisotropy. As the deformation keeps the volume of the QD
fixed, and thus the overall confinement, both the ground
electron (e;) and the ground hole (4) state energies do not
change significantly with the shape deformation, even for
the largest considered anisotropy |f| = 0.2. The decreased
confinement along the longer QD’s axis is compensated by
the increased confinement along the shorter of the axes.
The excited, higher-angular-momentum [p shell: e, and e3,
Figs. 2 and 3(a)] electron states are more susceptible to the
shape deformation. The underlying lattice asymmetry*” leads
to the p-shell (e; — ey) splitting (1.6 meV) even when the
macroscopic quantum-dot shape is cylindrical (¢ = 0). For
the elongation along [110], the p-shell splitting is further
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FIG. 2. (Color online) Upper row: schematics of a shape defor-
mation applied to a InAs/InP disk-shaped QD (see the text) along
inequivalent [110] and [110] crystal axes. The deformation parameter
t defines the major x =r x (1 +¢) and minor y = r/(1 4+ t) axes
of an elongated QD. Lower rows: single-particle probability density
isosurfaces for several lowest-electron states as a function of InAs/InP
disk-shaped QD deformation.

increased. However, the [110] elongation counters the asym-
metry due to the zinc-blende lattice, leading to the reduced
p-shell splitting for ¢ =~ 0.015 [Fig. 3(a)] and the apparent
crossing of the p levels (Fig. 2).

The hole states, due to higher effective mass and better
confinement, are less susceptible to the shape deformation
[Fig. 3(b)]. The hole p-shell splitting (2 meV) and splittings
of the higher-lying shells remain less affected even for the
highest considered anisotropy and show little difference with
respect to the choice of the deformation axis. Although I
present results for a specific QD, all the above conclu-
sions can be generalized for InAs/InP disk-shaped QDs of
different sizes.

Next, I study many-body, excitonic properties for a family
of InAs/InP disk-type quantum dots of the same height (3 nm)
and different diameters. I have carried out extensive calcu-
lations of the excitonic properties for 278 different InAs/InP
QDs. Figure 3(c) shows the evolution of the excitonic band gap
under QD-shape deformation. As expected from the quantum
confinement effect, the energy of the exciton decreases with
the increasing QD diameter. The excitonic gap is given by
contributions due to single-particle gap (=740-770 meV) and
the electron-hole Jen = Ve pne, = Jf % Coulomb
attraction (220-24 meV), i.e., Ex ~ E;, - Jen. There is also
a small (= —1 meV) correction due to the correlation effects.
The excitonic band gap does not vary significantly with the
deformation and there is virtually no difference between the
two nonequivalent elongation axes. The difference between a
cylindrical and deformed system lies within several meV range
and is mostly due to a small increase in the single-particle gap,
whereas the electron-hole Coulomb attraction remains almost
unaffected by the deformation: a hallmark of a long-range
character of the direct Coulomb interaction. Figure 3(d)
shows the evolution of the bright-dark exciton splitting,
being predominately given by the electron-hole exchange

integral Ken = Vepyern, = JJ QO O M) g gy’ The

e(r,rilr—r|
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FIG. 3. (Color online) Evolution of the single particle: (a) electron and (b) hole levels; (c) the excitonic band gap and (d) the bright-dark
exciton splitting (electron-hole exchange splitting) as a function of InAs/InP disk-shaped QD deformation ¢ along inequivalent [110] and [110]
crystal axes. (a) and (b) are calculated for QD of 2 = 3.0 nm and D = 20.6 nm, whereas (c) and (d) are calculated for a family of QD systems
of the same height (3.0 nm) and different diameter. Lines connect and order states energetically.

electron-hole exchange is indirectly related to the spatial
overlap of the electron and hole states, thus it is larger for
smaller (or better confined) QDs. The bright-dark exciton
splitting for the larger-diameter QD varies more significantly
with the shape deformation and reveals more pronounced
difference with respect to the choice of the elongation axis. Yet,
in general, there is a relatively small difference of the bright-
dark exciton splitting between elongated and cylindrical QDs.

Further, 1 investigate the ‘“anisotropic” electron-hole
exchange* resulting in the splitting of the bright excitonic
doublet. Figure 4(a) shows the evolution of the bright exciton
splitting as a function of the QD-shape deformation for the
same family of InAs/InP QDs as studied on Figs. 3(a) and
3(b). Importantly, for the shape-symmetric system (¢ = 0),
there is still a nonzero FSS due to the underlying crystal-lattice
asymmetry and the low-C», total symmetry of the QD.!” The
value of this crystal-lattice-induced (“intrinsic”?®) splitting
varies between 6 and 14 ueV and is larger for smaller diameter
QDs, consistent with the increased electron-hole interaction
in a smaller nanosystem. With the increasing shape defor-
mation along the [110] crystal axis, the shape (“extrinsic”?)
anisotropy adds to the splitting due to the crystal lattice and the
overall bright exciton splitting is increased, even up to 50 ueV
for the largest shape anisotropy and the largest studied QD.
However, for the deformation along the [110] crystal axis,
the shape anisotropy counteracts the crystal-lattice anisotropy,
leading to a highly reduced (well below 1 neV) bright exciton
FSS and the apparent crossing of the two bright excitonic

lines.?> Due to the different slope of the FSS evolution with
t, the aspect ratio for which the FSS reduction occurs varies
strongly depending on the diameter: t, ~ 0.16 for the D =
18.2 nm and dropping exponentially-like to #,,;, ~ 0.03 for the
largest considered D = 24.2 nm. Thus, the larger-diameter
QDs are more susceptible to the shape deformation, with
the slope of the FSS evolution being proportional to the
QD diameter. I conclude that should the elongation be an
important factor, the larger-diameter (low-emission energy)
InAs/InP QDs should generally have larger FSS. This is in
contradiction to the recent empirical pseudopotential method
calculations,” yet observed experimentally for different sorts
of QDs, e.g., InAs/GaAs (Ref. 56) and GaAs/AlAs (Ref. 26)
QDs. Caution should be exercised though: Fig. 4(a) combined
with Fig. 3(c) shows that in general there may not be a clear
relation between the excitonic energy and the FSS,'° e.g., for
the + = 0.06 and the [110] deformation all QDs considered
here have the FSS close to ~20 neV, whereas the emission
energies vary in a wide range from 712 to 746 meV. Therefore,
a particular relation between the FSS and the exciton energy
may be sample depended.

In order to verify the character of the bright excitonic
lines crossing, on Fig. 4(b) I show the polarization, the
emission intensity, and the FSS for one of the InAs/InP disk-
shaped QDs (h = 3.0 nm and D = 20.6 nm), whereas I have
checked that all the conclusions stated here are valid for other
considered diameters. For a cylindrical QD shape (r = 0),
the energetically lower excitonic line is polarized along the
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FIG. 4. (Color online) (a) The bright exciton FSS as a function of QD-shape deformation ¢ along two inequivalent crystal axes for a family
of InAs/InP disk-shaped QDs of different diameter and equal height (2 = 3.0 nm); (b) emission intensity, polarization, and the FSS of the two
bright excitonic lines for InAs/InP disk-shaped QD (2 = 3.0 nm and D = 20.6 nm). The bright exciton FSS is measured from the center of
the excitonic emission. The blue (empty) circles represent the [110] polarized transition, while the red (full) circles represent [110] polarized
transitions. The size of the circles is proportional to the oscillator strengths.

[110] axis, whereas, the energetically higher bright exciton
line is polarized along the perpendicular [110] direction.
When applying the shape deformation (along the [110] axis),
for t ~ 0.055, the observed FSS drops to a very small,
almost degenerate, value of ~0.05 ueV; then with further
deformation, one observes the crossing of the two bright lines
and reversal of their polarizations.

There are basically three different ranges as denoted on
Fig. 4(b): for “I” and “III” the polarization of the lower
excitonic line follows the longer axis of the QD and its intensity
is larger than that of an energetically higher excitonic line. QDs
in the I region are sometimes marked as having the “positive”
FSS, whereas QDs in the III” region are denoted as having
the “negative” FSS.!” There is also an another (positive) FSS
range (II), where the polarization ordering is anticorrelated
with elongation direction: the lower excitonic line follows the
shorter (minor) axis of an elongated QD. For comparison,
I carried out calculations for an analogous InAs/GaAs disk-
shaped system (2 = 3.0 nm and D = 20.6 nm) and found
that those QDs always have FSS > 0 and the polarization
of the low-energy exciton line is always [110]. Thus, for
[110] elongation (and ¢ < 0.2), the polarization of the low-
energy exciton is perpendicular to the elongation axis. Such
anticorrelation between the FSS and polarization anisotropy
has been experimentally observed®® for InAs/GaAs QDs in
agreement with my calculations.

For the configuration interaction, I use all possible determi-
nants constructed from the 12 lowest-energy electron and hole
states (spin included). However, as the excitonic ground state
is built predominately from electron and hole in their ground
s-like state,* it could be expected that the contribution from
the higher-lying (electron and hole p and d) shells is relatively
small. In fact, for cylindrical (r = 0) systems, more than about
80% of the FSS magnitude is already accounted for at a level of
the contributions from the s shell. Only the 20% of the splitting
magnitude can be attributed to configuration mixing effects
with higher-lying states. However, for elongated systems, the
effect of higher shells is strongly increased and can even

dominate over the s-shell contribution, reaching more than
~60% of total fine-structure splitting for the strongly (t = 0.2)
elongated QDs. It is important to note that although the
magnitude of the splitting is strongly increased, the excitonic
bright states still have dominant contributions (~99%) from
the electron and hole s shell. This emphasizes the importance
of the correlation mixing with large angular momenta states for
the quantitative description of the FSS in QDs. I have checked
that both the electron and hole p shell should be included
in the configuration interaction calculation on equal footing,
whereas the contribution from the higher d shell can be safely
neglected. With the p shell included, the effective size of the
excitonic Hamiltonian is 36 x 36 rather than the customary
4 x 4 Hamiltonian including only s-shell contributions.*

I emphasize that group-theoretical arguments should al-
ways be backed up by a quantitative calculation: in the
case of systems considered so far in this paper, the FSS
varies within a large range, from 0.1 to 50 peV, whereas
the overall symmetry of considered systems (Cj,) is not
altered. Another example is demonstrated in Fig. 5, which
shows the evolution of the excitonic band gap of a cylindrical

(a) (b)
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FIG. 5. The bright exciton FSS for a disk-shaped (cylindrical,
t = 0) InAs/InP QD as a function of (a) QD height or (b) QD diameter.
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(not elongated) disk-shaped quantum dot as a function of
quantum-dot diameter (a) and height (b). As discussed earlier,
the FSS is reduced with the increasing quantum-dot diameter
due to decreased electron-hole interaction in a less-confined
system. Interestingly, one observes an opposite trend with the
increasing quantum-dot height and keeping the diameter fixed.
This can be understood as follows: increased quantum-dot
height leads to increased light-hole contribution'®> to the
ground hole state. This will further contribute to FSS due to the
exchange interaction coupled via the light-hole admixture.3%-’
The above observation should be important for tailoring
quantum-dot properties by engineering quantum-dot height.>®
Additionally, it demonstrates that from the theoretical point of
view, only multiband calculations capturing the real symmetry
of the system are capable of qualitatively predicting the details
of the excitonic spectra.

A. Strain effects and the wetting layer

It was recently found®'* that the QD electronic structure

can be studied in terms of the contributions from atomic
interfaces and strain effects separately. In this spirit, I study
the FSS by artificially neglecting the strain effects, i.e., by
assuming the strain unrelaxed atomic positions, although not
affecting the overall Cy, symmetry of the system. Figure 6(a)
shows the evolution of the bright exciton splitting as a function
of the QD-shape deformation for the same family of disk-
type InAs/InP QDs as studied above, yet with strain effects
neglected. For r = 0, the FSS is nonzero, yet significantly
reduced (well below =~ 0.2 ueV) and is increasing with the
increasing shape elongation, whereas there is virtually no
difference with respect to the choice of the elongation axis. The
slope of the FSS evolution with respect to the deformation is
slightly larger for smaller-diameter nanosystems, but generally
comparable for all considered diameters. This is in contrary
to the case with the strain effects included, where there is
a strong dependence of the FSS slope on the quantum-dot
diameter. Figure 6(a) demonstrates that, apart from symmetry
considerations, strain effects play an essential role as the
main, quantitative contribution to the bright exciton splitting
in disk-shaped InAs/InP quantum dots.

(a) No strain effects (b) No wetting layer —
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FIG. 6. (Color online) The bright exciton FSS as a function of
QD-shape deformation ¢ along two inequivalent crystal axes for a
family of InAs/InP disk-shaped QDs of different diameter and equal
height (2 = 3.0 nm). (a) Strain effects have been neglected or (b) the
presence of the wetting layer has been neglected.
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In a similar way, I estimate the contribution of the wetting
layer to the FSS. The wetting layer has a relatively small
influence on the absolute value of the excitonic emission,
as it reduces the excitonic gap by 5% due to the effective
increase of the QD height (confining-potential width>®). More
importantly, with the wetting layer artificially removed, the QD
symmetry is higher'® and equal to that of the zinc-blende
[001] grown nanowire QDs.** By symmetry, such a system
should have exactly zero FSS for a shape-cylindrical ¢t = 0
case, as confirmed by my atomistic calculation [Fig. 6(b)].
The dependence of the FSS on the elongation is nearly
linear and is strongly influenced by the quantum-dot di-
ameter. I conclude that the presence of the wetting layer
induces the vertical inversion anisotropy significantly affecting
the FSS.

Next, I study the polarization anisotropy of the excitonic
transition for the elongated disk-shaped InAs/InP systems

) Tio—1,
(Fig. 7), defined as P = |%I x 100%, where I,y and

I11o are the intensities of excitonic emission (summed over
both bright states) polarized along the [110] and [110] axes.

In the case with strain effects included, there is a nonzero
~2% polarization anisotropy even in a fully cylindrical system
[Fig. 7(a)]. Interestingly, the polarization anisotropy is not
correlated with the FSS. The FSS minimum occurs for the
[110] elongation, whereas the polarization anisotropy reaches
minimum for a relatively small # ~ 0.01 elongation along
the [110] direction. This value is similar for all considered
disk-shaped QD diameters. As the excitonic intensities (related
to decay rates) affect the quality (“concurrence”) of the
entanglement,®® the large difference of both excitonic bright
line intensities (thus high-polarization anisotropy) might in
principle affect the degree of the entanglement even in systems
with the FSS reduced.

(a) Strain effects and the wetting layer included
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FIG. 7. (Color online) (a) The bright exciton polarization
anisotropy and the FSS for the elongated disk-shaped InAs/InP
QD (h = 3 nm, d = 18 nm), (b) strain effects artificially neglected,
(c) strain effects included and the wetting layer neglected.
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With no strain effects included [Fig. 7(b)], there is almost
zero (*0.03%) anisotropy in the emission spectra for a
shape-cylindrical system, being a display of small-system
asymmetry due to atomic interfaces. Notably, for a cylindrical
system (¢ = 0) and strain effects neglected, the lower excitonic
line is polarized along [110] (not shown here), opposite
to the case with strain effects included. This reveals a
different character of the FSS due to the lattice geometry
and strain. For disk-shaped InAs/InP QDs, strain effects not
only increase significantly the magnitude of the FSS for a
shape-cylindrical system, but also reverse the polarization of
the bright excitonic doublet. Thus, despite low 3% magnitude
in InAs/InP systems, the strain plays an essential role for both
qualitative and quantitative character of the FSS. This is an
important statement as InAs/InP QDs are widely considered
“low-strain” quantum dots as opposed to “highly strained”
InAs/GaAs nanosystems.

For a QD without wetting layer (nanowire QD), there is no
anisotropy due to high-quantum-dot symmetry [Fig. 7(c)]. In
both Figs. 7(b) and Fig. 7(c) (i.e., either no strain effects or no
wetting layer included), the polarization anisotropy is corre-
lated with the increasing FSS due to the increased shape elon-
gation, the low-energy excitonic line has higher intensity, and
it is polarized along the QD elongation axis (not shown here).

B. Lens-type QDs

To study further the role of strain, I also carried out
calculation for the “standard” lens-shaped InAs/InP and
InAs/GaAs QDs. For the sake of comparison with the EPM
calculations,’*! these cylindrical QDs have a diameter of
25 nm and a height of 3.5 nm [Fig. 1(b)]. Both quantum dots are
located on a 0.6-nm-thick wetting layer. Despite the cylindrical
shape of lens-type quantum-dot base, due to pronounced
shape curvature, these QDs reveal large FSS: 43 eV for the
InAs/InP system and 57.8 ueV for the InAs/GaAs system.
Importantly, these values are systematically larger than the val-
ues reported by the empirical pseudopotential method (EPM)
calculations,'? i.e., 12.9 ueV for the InAs/InP system and as
small as 2.6 eV for the InAs/GaAs system. Although recently
the effects of the atomic ordering”’ have been suggested
as the explanation for large FSS values typically observed
experimentally, using our approach I predict pronounced
(> 40 ueV) FSS without the necessity of accounting for
“atomic ordering.”

When strain effects are neglected, the FSS for the lens-
shaped InAs/InP QD drops significantly to 1.6 peV. This value
is notably larger than practically zero FSS for the unstrained
disk-shaped InAs/InP QDs due to the curved shape of lens-type
QD (large-shape-inversion asymmetry). Nevertheless, again
this demonstrates that strain is an essential contribution to the
FSS for InAs/InP quantum dots.

For the InAs/GaAs QD, the FSS drops to —7.9 ueV when
strain effects are neglected, where the minus sign marks the
reversal of the excitonic polarization. As the InAs dot and
GaAs matrix share the same anions (As) and the ground
hole state is built mainly from As atomic p orbitals, one
can speculate that this reversal is due to increased hole wave
localization at the interface.?
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The FSS has been recently decomposed? into the “intrinsic
FSS”, which is nonzero even in a cylindrical quantum dot
and the “shape-asymmetric FSS” due to deviation from the
macroscopic shape symmetry. In this paper, I further divide the
“intrinsic FSS” into the contribution from the unstrained lattice
(atomic) interfaces, i.e., 1.6 ueV for InAs/InP and —7.9 peV
for InAs/GaAs lens-type QDs, and the contribution due to
the strain being roughly proportional to the strain magnitude
(lattice mismatch), i.e., 40 peV for InAs/InP and ~66 ueV
for InAs/GaAs lens-type QDs.

C. Alloying

In the following, I return to disk-shaped (‘indium-
flushed”>*) QDs. So far, I have shown results obtained without
altering the perfect symmetry of the underling zinc-blende
crystal lattice. Alloying may affect QD spectra and should
be accounted for.5%%3 A notable example includes thermally
annealed quantum dots® that reveal reduced FSS and increased
exciton energy due to migration of the barrier material into
the quantum-dot area. Understanding of the FSS reduction
in annealed quantum dots typically focuses on quantum-dot-
shape symmetry* and explains it in terms of “symmetrizing
of the in-plane confinement potential”> due to thermally
activated diffusion and making effectively the quantum-dot
shape more cylindrical. Whereas not disagreeing with the
above statement, in the following I will show that the reduction
of lattice asymmetry due to random fluctuations leads by
itself to the FSS reduction even for shape elongated quantum
dots. To illustrate that, Fig. 8(a) shows the evolution of

(a) Strain effects and the wetting layer included
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FIG. 8. (Color online) (a) The bright exciton FSS for the elon-
gated disk-shaped InAs;_, P, (alloyed) QD (A = 3 nm, d = 18 nm)
and different QD compositions (phosphorous in the QD content):
InAsg.95Pg.05 (boxes/black), InAsg 925Pg 075 [circles (red)], InAsgoPy 4
[triangles (blue)], InAsg 5Py 75 [diamonds (green)]; (b) strain effects
artificially neglected; (c) strain effects included and the wetting layer
neglected.
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the bright exciton splitting as a function of the QD-shape
deformation for alloyed InAs;_, P, quantum dots of the same
(disk) shape and size, but different composition. Again, the
QD height is 3 nm and the diameter is 20.6 nm. Different
lines/symbols correspond to different phosphorous (P) content
in the quantum dot. At the small level of alloying [up to
P ~ 10% the FSS distribution resembles that from Fig. 4(a)
with characteristic minimum for the [110] elongated quantum
dot, however, noticeable fluctuations (to some degree pro-
portional to P) due to alloy randomness are clearly visible.
Although, in general, structural imperfections impose limits
on the FSS reduction,”® one can notice that shape elongation
can still reduce significantly the FSS, even in the alloyed case.
Figure 8(a) shows additionally that even for highly elongated
(and thus “asymmetric in-plane confinement potential”’) the
FSS can be significantly reduced provided a sufficiently high
level of alloying (e.g., InAsg25Pg.75). The FSS reduction due
to alloying in elongated quantum dots is also observed should
strain effects be neglected [Fig. 8(b)] and for the case with the
wetting layer removed [Fig. 8(c)]. Special attention should be
paid to the latter case [Fig. 8(c)]. In this instance, quantum dots
have high (D,,) shape symmetry with the vertical inversion
(shape) symmetry operation present, whereas the overall
(shape and lattice) quantum-dot symmetry is low (C;) and
thus reduced by the alloying lattice. Figure 8(c) shows that
relatively low alloying (P = 7.5%) is sufficient to reduce
the FSS due to shape elongation when no wetting layer is
present, at least for || < 0.1, and that the FSS is comparable
for very low (P = 7.5%) and very high (P = 75%) levels
of alloying. This further confirms that quantum dots without
wetting layer, such as nanowire quantum dots, are natural
candidates for efficient entangled-photon generation.'® In all
considered cases at a sufficiently high level of alloying, the FSS
fluctuations due to alloying dominate over extrinsic/intrinsic
contributions. The FSS reduction due to alloying can not
be thus explained only by symmetrizing of the in-plane
confinement due to diffusion or the reduction of strain due to
quantum-dot/matrix material intermixing. Therefore, further
studies of lattice fluctuation effects on excitonic properties
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seem to be necessary. One can conclude this part by empha-
sizing that growth optimization techniques allowing for the
control of the quantum-dot shape and composition could in
principle be used to tailor the FSS, however, due to lattice
randomness, selection of samples with particular low FSS may
be necessary® unless dynamic approaches'” for the FSS control
can be utilized.

In conclusion, it has been shown that strain effects are
predominantly responsible for the magnitude of the intrinsic
FSS. It has also been demonstrated that the presence of the
wetting layer in the self-assembled quantum dots is another
key contribution to the FSS. The role of the quantum-dot-shape
elongation has been investigated and it has been shown
that for certain cases the bright exciton splitting can be
significantly reduced. The shape anisotropy ratio, for which
the FSS reduction occurs, has been found to vary with
the quantum-dot size and smaller-diameter quantum dots
having a larger anisotropy. It has been demonstrated that the
polarization anisotropy of the excitonic emission is not simply
correlated with the FSS and also that there is a spectral range
when the polarization is anticorrelated with the elongation
direction: the lower excitonic line follows the shorter (minor)
axis of an elongated quantum dot. The FSS in cylindrical
disk-shaped quantum dots has been found to be proportional to
quantum-dot height and inversely proportional to quantum-dot
diameter. It has been shown that the empirical tight-binding
method predicts systematically much larger intrinsic FSS
especially for lens-shaped, self-assembled dots and that the
alloying effects play an essential role in realistic InAs/InP
quantum dots.
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