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Defects and defect healing in amorphous Si3N4−xH y: An ab initio density
functional theory study
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We present an ab initio density functional theory study of the dominant defects in hydrogenated amorphous
silicon nitrides covering different stoichiometries, the influence of hydrogen, and the influence of the annealing
history. Whereas nitrogen (N) lone pair states dominate the valence band edge in stoichiometric a-Si3N4, we
find that K defects, threefold coordinated silicon (Si) atoms, and Si-Si bond-related states dominate electronic
defect contributions in the gap for N-deficient a-Si3N4−x . Hydrogen saturates the dangling Si bonds, significantly
reducing the number of electronic defects related to undercoordinated Si atoms.
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I. INTRODUCTION

Amorphous silicon (a-Si) nitrides are widely used in
industry, for example, as antiwear coatings on mechanical tools
as well as protective layers in the semiconductor industry. In
wafer-based Si solar cells, hydrogenated a-Si nitride is also the
standard antireflection and passivating layer, for both surface
and bulk defects.1,2 In general, the a-Si3N4−x :H layer is a com-
promise of optical (antireflection and absorption) properties
and bulk and surface passivation. Si-rich a-Si3N4−x :H layers
show good surface passivation quality but are highly absorbing
and cannot be used for solar cell application. N-rich layers
show good optical properties, but are less effective in surface
passivation. For good passivation properties, a fair amount of
Si-H and N-H bonds must be present in the amorphous film.
These bonds connect to the amorphous network and decrease
the possibility of dangling bonds. Furthermore, N-H bonds can
break during the firing process and provide H atoms that might
cure defects in the bulk Si layers and at the interface.3–5

The present study aims to determine the dominant defect
class in hydrogenated Si nitride, to better understand the nature
of recombination centers in Si nitride.1,6–8 Robertson et al.
suggested undercoordinated Si atoms (K defects, N3 ≡ Si)
to be the dominant defect class in the 1980s,9 and this has
subsequently been confirmed by most experiments.6,7,10–15

According to Robertson et al., K defects can be in three
charge states: doubly occupied (K−), singly occupied (K0), or
unoccupied (K+).16 However, experiments yield only indirect
evidence on defects, with direct microscopic atomic-scale
information mostly lacking. Moreover, only the paramagnetic
K0 state is detectable by electron spin resonance measurements
and the tight-binding methods used by Robertson et al. do
not meet the modern standards of ab initio techniques. For
this reason, atomic-scale insight obtained by modern first
principles simulations is highly desirable to gain a more
detailed understanding of Si nitrides.

To characterize and investigate defects theoretically on
the atomic scale, ab initio density functional theory (DFT)
is nowadays indisputably the method of choice. However,
defects are a minority species in the sense that most atoms
maintain their preferred bonding topology. As discussed in
more detail elsewhere,17 with very few exceptions, nitrogen
(N) atoms are found in a flat triangular configuration with

three Si neighbors, whereas almost all Si atoms maintain the
perfect fourfold coordinated tetrahedral bonding configuration
in a-Si3N4−xHy , regardless of the stoichiometry and hydrogen
(H) content [see Fig. 1(a)]. Furthermore, for stoichiometric
a-Si3N4, all Si atoms are solely surrounded by N atoms, and
only when the N content decreases do homopolar Si-Si bonds
form. It is then a matter of simple arithmetic to show that each
Si atom will have x Si and 4 − x N neighbors in a-Si3N4−x ,
as long as the tetrahedral and triangular local coordination
of Si and N, respectively, prevails. These values are indeed
confirmed in our simulations and agree with the common
experimental assumptions.17

Geometric defects and electronic states in the gap are
rare; i.e, typically zero or at most one electronic defect state
is observed for a supercell with 100–200 atoms. Hence,
a meaningful statistical analysis cannot be drawn from a
single model, and conclusions based on limited configuration
sampling might be misleading. Inspection of the literature,
however, shows that this “single-model” approach is often
adopted to date, if the models are prepared entirely using ab
initio DFT and cooling from the melt.18–27 With researchers
well aware of these limitations, models of amorphous struc-
tures are sometimes prepared employing force fields28–36 or
continuous random alternating networks,37–39 but this is not
entirely satisfactory either. Geometrical defects will often
result in broken bonds, which are not well described by force
fields, and even though the models can be reoptimized using
DFT, it remains disputable whether different defect classes
are properly statistically distributed in force field generated
models.

Ultimately, it seems that an “all-in-one” ab initio DFT ap-
proach is best suited, albeit incurring significant computational
costs. One purpose of the present study is to show that such
calculations are possible nowadays and allow us to obtain
detailed insight into a technologically relevant material.

II. METHOD

In the present work, we use the Vienna ab initio simulation
package (VASP),40 the PBEsol functional,41 and fairly soft PAW
potentials for Si and N.42,43 These soft potentials allow us to
reduce the energy cutoff to about 150 eV, resulting in typically
50 plane waves per atom. We have tested these potentials for
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FIG. 1. (Color online) Common geometrical bonding topologies
of Si and N atoms in Si3N4−x . (a) Ideally coordinated Si and N atoms
have four and three neighbors, respectively; (b) the K defect can be
counted as either a threefold coordinated Si or a fourfold coordinated
N; (c) likewise, the N defect can be counted as either a fivefold
coordinated Si or a twofold coordinated N defect.

bulk and liquid Si3N4−x . In comparison to accurate reference
potentials, we find differences of only a few percent for
the volume, band structure, phonon frequencies, and pair
correlation function.17 To allow for sufficiently long molecular
dynamics simulations, we sample the electronic band structure
at the � point and limit the models to relatively small supercells
containing about 100 atoms. This is a compromise, but on the
level of the pair correlation function and angular distribution
function, no statistically relevant differences to 200-atom
models have been found.17

Three stoichiometries, a-Si3N4, a-Si3N3.5, and a-Si3N3, are
investigated, where the last two are studied with and without 12
at% H (for details see Ref. 17). The first composition is chosen,
as it represents the stoichiometric form of a-Si nitride, whereas
the other two represent technological relevant nitrides.

The present simulations were all performed non-spin-
polarized. This is a compromise, but one that we believe corre-
sponds well with the experimental situation. In a macroscopic
sample, the Fermi level is pinned systemwide. All orbitals well
below the Fermi level will be doubly occupied, whereas all well
above the Fermi level will be unoccupied. This corresponds
to the situation we have simulated in the present work. Singly
occupied state are very rare in the present simulations, so that
the neglect of spin polarization is reasonably well founded.
In fact, in most of the final models, defects come in pairs
with one defect level well below the Fermi level being doubly
charged and the other one well above the Fermi- level being
unoccupied. In a macroscopic sample, a tiny fraction of the
defects close to the macroscopic Fermi level will be ultimately
singly occupied, and according to our results, these defects
are rare. The study of those important defects will be left for
future work.

The liquid phase of the samples was generated by equili-
brating for 15 ps (i.e., 10 000 time steps) at 4000 K. Then
the structures were quenched rapidly to 50 K above the
onset of amorphization (i.e., to 2100 K depending on the
stoichiometry). At this temperature the systems were equi-
librated another 15 ps. Thereafter, a 1-ns ab initio molecular
dynamics run with a time step of 1.5 fs was performed to
create a large number of amorphous model structures. For
each stoichiometry, 1000 structures were generated by rapidly
quenching (relaxing) every picosecond a structure into the
closest local minimum. We refer to these structures as “rapidly
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FIG. 2. Distribution of internal energy for considered ensembles.
Slow annealing (dashed line) results in a significantly narrower
internal energy distribution than rapid quenching (solid line).

quenched.” Additionally, for each stoichiometry, 30 models
were generated by slowly annealing selected structures from
the long molecular dynamics run. The initial starting structures
for these were taken from the long trajectory at roughly equal
spacing. Then they were cooled slowly from the melt into
the amorphous state by lowering the temperature by 1000 K
in 75 ps. At the lowest temperature, diffusion was absent
as monitored by the mean square displacement. Finally, the
structures were again relaxed, and we refer to these structures
as “slowly cooled.”

Since all structures for a specific stoichiometry were
produced by one single molecular dynamics run, they might
be, to some extent, correlated. The evaluation of the statistical
inefficiency44 showed that every 40th sample of the rapidly
quenched ensembles contributes completely new information
to the average free energy. The 30 slowly cooled sample struc-
tures, on the other hand, can be considered independent, since
we have chosen essentially uncorrelated start configurations
from the long molecular dynamics run.

To gain some insight into the difference between the rapidly
quenched and the slowly annealed structures, we show the
distribution of the internal energy in Fig. 2. Slow annealing
results in a much narrower energy distribution. However,
except for a-Si3N3.5H0.8, the slowly cooled ensembles hardly
exhibit lower energy structures than the rapidly quenched
ensembles (left shoulders are identical).

Figure 3 shows the pair correlation function and the
angular distribution function for rapidly quenched and slowly
cooled Si3N3.5H0.8. It is well known that the structural
properties of amorphous materials become more pronounced
for slower cooling rates.45 This effect has also been observed
by Jarolimek et al. for a-Si nitride.21 While the peaks of the
pair correlation functions are slightly sharper for the slowly
cooled samples, the largest differences are visible in the
angular distribution function. The general structural features
of a-Si3N3.5 are, nevertheless, almost identical for both cooling
strategies, suggesting that the small ensembles are a reasonable
compromise between efficiency and accuracy. We show one
further test for the defect concentrations below.

An automated procedure is adopted to characterize the
defect-related properties. Since we are mainly interested in
the properties of electronic states in the vicinity of the band
gap, our analysis considers only the three highest occupied
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FIG. 3. (Color online) Pair correlation functions, gij , and angular
distribution functions, aijk , of the rapidly quenched and slowly cooled
a-Si3N3.5H0.8 samples. Slowly cooled samples show slightly more
order, with more pronounced peaks, in particular, in the angular
distribution function.

and three lowest unoccupied states for each structure. We
inspect whether these electronic states are strongly localized
on individual N or Si atoms and whether these atoms
correspond to a geometrical defect. In fact, in about 65%
of the cases, the electronic defect state is strongly localized
on or close to a geometrical defect. Nevertheless, in 35% of
the cases, the electronic defect state is extended over several
atoms showing no obvious correlation with geometric defect
centers. To automatically correlate the electronic defect states
with geometric defect centers, a fully automatic procedure
for the determination of geometrical defects is obviously
required. To this end, the position of geometrical defects
in each structural model was determined by first building
a nearest-neighbor list using a fairly large radial cutoff. In
the second step, for overcoordinated atoms, the longest bond
is removed from the list until all atoms are either ideally
coordinated or undercoordinated (compare Fig. 1). In this
step, overcoordinated atoms are converted into neighboring
undercoordinated atoms, leaving the total defect density un-
modified. Removing overcoordinated atoms also corresponds
to the common experimental notion that the dominant defects
are K defects (threefold coordinated Si atoms) and N defects
(twofold coordinated N atoms), and as shown in Fig. 1 it is, at

any rate, not unambiguously possible to distinguish between
overcoordinated and undercoordinated geometrical defects.

III. RESULTS

A. Defect classification

For selected prototype defects, the charge density and the
local electronic density of states (DOS) are shown in Fig. 4.
For each example, the DOS is aligned with respect to the Fermi
level, which is chosen to lie midgap.

In our simulations, the most common defect is the K defect,
which corresponds to a threefold coordinated Si atom [see
Fig. 4(a)]. The electronic defect state is a dangling sp3 orbital
pointing towards the missing N atom. The defect state can be

FIG. 4. (Color online) Local structure around exemplary geomet-
rical defects and electronic density of states (DOS) evaluated at the
corresponding sites (origin of arrow): (a) Si-dangling bond (K defect),
(b) bonding and antibonding states on fourfold coordinated Si, (c) N
lone pair and dangling bond (N defect), and (d) lone pair on threefold
coordinated N. Also shown is the charge density corresponding to
the peak in the DOS. The contributions to the DOS can be either
occupied (red line) or unoccupied (blue line).
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either occupied (red line) or unoccupied (blue line), and the
Kohn-Sham eigenvalues can be located in the gap, or gradually
merge into the conduction or valence band tails, or even overlap
with the valence or conduction band. Only midgap defect states
are well localized, whereas states that are close or in the valence
or conduction band are less well localized. On average, only
one of two geometrical K defects will result in an electronic
defect state in the band gap, and therefore, a strict one-to-one
correspondence between geometrical defects and electronic
defect states in the gap does not exist.

The second class of defect states is related to Si-Si bonds or
larger Si networks or Si chains. Compared to the Si-N bond,
the Si-Si bond results in a much reduced bonding-antibonding
splitting. If the local tetrahedral Si environment is distorted
or a Si-Si bond is particularly short or long, electronic states
in the band gap can be introduced. Examples of such defect
states are shown in Fig. 4(b). For strong local distortions,
sp3 orbitals hybridize less efficiently with neighboring atoms
and the charge distribution is sometimes reminiscent of K
defects. Furthermore, as the N content decreases, the number
of homopolar Si-Si bonds grows, and larger Si percolation
networks develop.17,21 Within such a Si network, some
bonding or antibonding Si 3p linear combinations can move
into the gap [Fig. 4(b), left]. Using an automatic procedure,
Si-Si states are difficult to distinguish from other states related
to a distorted Si environment, as both defect classes tend to be
intermingled. Visual inspection of the charge density, however,
suggests that the majority (over 70%) of the gap states that
cannot be assigned to undercoordinated atoms are localized
on Si-Si bonds. This observation is similar to a recent finding
of Khomyakov et al. for a-Si.46

N defects, twofold coordinated N atoms, are rarely found
and they are entirely absent in the slowly cooled N-deficient
samples: in the nitrogen-deficient case, a surplus of Si atoms
exists, and Si atoms grab any existing N-dangling bond.
Although only a small number of N defects are present in
the rapidly quenched ensembles, we, nevertheless, show their
electronic properties in Fig. 4(c). N defects are characterized
by two localized doubly occupied states close to the valence
band edge. Normally, N in Si3N4−x adopts a flat coordination
with three Si neighbors forming sp2 hybrid orbitals that
develop bonding and antibonding linear combinations with
the three neighboring Si atoms. The remaining two electrons
form a lone nonbonding pair perpendicular to the NSi3
plane. This state corresponds to the left peak. The second
peak is the dangling bond state related to the broken N-Si
bond. The energetic ordering of these two states depends on
the local geometry and can interchange. Nevertheless, every
twofold coordinated N atom is characterized by two sharp
resonances in the electronic DOS, both close to the valence
band maximum.

The final class of defects is distorted N centers (N-Si3),
shown in Fig. 4(d). A strong local distortion or unfavorable
electronic environment can shift the N lone pair states up into
the band gap. This is, again, a fairly rare defect species, always
doubly occupied and energetically close to the valence band
edge.

In summary, the dominant geometrical defects resulting
in gap states are threefold coordinated Si atoms (K defects)
and tetrahedrally coordinated, but distorted, Si-Si bonds or Si
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FIG. 5. (Color online) Eigenvalues of the highest occupied and
lowest unoccupied orbitals for DFT and GW0 calculations.17

percolation networks [Figs. 4(a) and 4(b)]. In our simulations
the K defects are mostly doubly occupied K− (below the
average Fermi level) or unoccupied K+. Since the defect
density decreases towards the Fermi level, only a small
fraction of geometrical defects qualifies to become singly
occupied, namely, those that are close to the Fermi level.
Ultimately, only singly occupied K defects are easy to measure,
for instance, in paramagnetic resonance experiments, and as
already mentioned, the study of singly charged K0 defects is
left for future studies. The important question we address in
the remainder of the paper is how the defect concentration
changes with stoichiometry and annealing history.

B. Energy and defect resolved density of states

In Fig. 6, we analyze the averaged defect contributions to
the valance and conduction band tails. Black lines correspond
to the number of states localized on undercoordinated atoms,
whereas the red lines correspond to the electronic DOS on
ideally coordinated atoms. To obtain more realistic quasiparti-
cle energies (x axis), we have calculated GW0 corrections for
about 100 selected models.17 For Si3N3.5Hy and Si3N3Hy ,
the corrections simply shift the unoccupied states up by
� = 1.17 eV and � = 0.79 eV, as demonstrated in Fig. 5.

Obviously, the lowest defect density is observed in slowly
cooled a-Si3N3.5H0.8 (Fig. 6; top right panel, dashed lines),
whereas the highest defect density is observed in rapidly
quenched a-Si3N3 (lower left panel, solid lines). Slower
cooling reduces the defect density significantly (compare
left and right columns). Furthermore, increasing the N defi-
ciency increases the defect density (compare upper and lower
rows and note the different scales). This is related to an
increase of the number of Si-Si bonds causing a reduced
bonding-antibonding splitting, a reduction of the band gap,
and a concomitant increase in the defect density. Finally, H
significantly decreases the number of defect states in the gap
(compare solid and dashed lines), in particular, for the slowly
cooled samples.

To obtain more quantitative results on defect-related states,
we have integrated the defect densities in Fig. 6 between
−1.2 and 1.2 eV and show the results in Fig. 7. The cooling
rate has a strong influence on the number of coordination
defects (filled black bars compared to hatched bars), whereas
it has remarkably little influence on the number of electronic
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defect states related to ideally coordinated atoms (filled red
bars). Although the statistics of the slowly cooled samples
is not very good, we can extract additional information on
the influence of H. Hydrogen mainly cures the coordination
defects, and influences the number of electronic defect states
related to ideally coordinated atoms very little. This is easy to
understand, as the coordination defects are mainly K defects,
and H can easily attach to a K defect resulting in a N3 ≡ Si-H
center.

Since size effects can be important, we have created 500
rapidly quenched models for a-Si3N3.5 and a-Si3N3.5H0.8

containing twice as many atoms as the small structures
considered so far. These calculations are about four times more
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atoms, whereas the numbers of electronic defect states related to
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FIG. 8. (Color online) As in Figs. 6 and 7, we compare the
normalized defect contributions to the total density of states of
a-Si3N3.5, but for two system sizes. Although the larger samples
show a higher defect density, the contributions from undercoordinated
atoms remain dominant and H still mainly cures coordination defects.

expensive than the calculations for the smaller ensembles, and
possibly not as well equilibrated. A comparison of the defect
contributions between −1.2 and 1.2 eV around the Fermi level
is shown in Fig. 8. We still observe that undercoordinated
atoms are dominant in the rapidly quenched sample structures
and that H, again, mainly passivates undercoordinated Si
atoms. Despite the fact that the large samples show a higher
defect density, the essential conclusions are unmodified.

IV. DISCUSSION AND CONCLUSIONS

Our present results can be easily rationalized and are in
good agreement with the present experimental evidence and
prevailing assumptions. The first important observation is that
defects in a-Si nitride do not posses one unique energy position
in the gap, but the energy-resolved defect density rather decays
from the band edges towards midgap (Fig. 6). This suggests
that most geometrical defect centers will by doubly occupied,
if they are located well below the macroscopic Fermi level,
or unoccupied, if they are well above the macroscopic Fermi
level. Only a small fraction of geometrical defects will be
ultimately singly occupied and visible in, e.g., paramagnetic
resonance experiments or other experiments that are sensible
to singly occupied levels.

The second observation is that, in the absence of H,
the occupied as well as the unoccupied defect states are
clearly dominated by K defects (threefold coordinated Si
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atoms) as experimentally agreed. As emphasized above, in our
simulations, most of them are either doubly charged (K−) or
unoccupied (K+). Furthermore, and somewhat unexpectedly,
at least one-third of the electronic defect states are related
to states localized on topologically ideally coordinated Si
sites. Slower annealing and H strongly reduce the number
of K defects but hardly change the number of defect states
localized on ideally coordinated Si atoms. Thus topologically
ideally coordinated, but distorted, Si atoms might be equally
important as K defects whenever H is present. This result
closely resembles the previous observations for amorphous
hydrogenated Si46 and necessitates a careful reconsideration
of data for a variety of amorphous materials. One should,
however, also keep in mind that H is a very mobile species. One
could imagine that N3 ≡ Si-H centers, which are omnipresent
in our H-rich models, are easily converted into N3 ≡ Si· (K0

defects) by impinging light or thermal degradation. This is

certainly an issue that warrants further studies, as well as a
detailed study of the possible charge states of geometrical K
defects.

Methodologically, we have demonstrated that ab initio
techniques and today’s computational recourses can be utilized
effectively to sample the configuration space of amorphous
structures. Since geometrical defects and electronic properties
are strongly intertwined, a consistent treatment of structure
generation and electronic analysis is required and attainable
today.
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