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Strain stabilization and thickness dependence of magnetism in epitaxial transition metal
monosilicide thin films on Si(111)
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We present a comprehensive study of different 3d transition metal monosilicides in their ground state crystal
structure (B20), ranging from equilibrium bulk over biaxially strained bulk to epitaxial thin films on Si(111), by
means of density functional theory. The magnetic properties of MnSi and FeSi films are found to be considerably
modified due to the epitaxial strain induced by the substrate. In MnSi bulk material, which can be seen as a limit
of thick films, we find a strain-induced volume expansion, an increase of the magnetic moments, and a significant
rise of the energy difference between different spin configurations. The latter can be associated with an increase
of the Curie temperature, which is in accordance with recent experimental results. While a ferromagnetic spin
alignment is found to be the ground state also for ultrathin films, we show that for films of intermediate thickness
a partially compensating magnetic ordering is more favorable; however, the films retain a net magnetic moment.
Furthermore, we analyze the orbital structure in FeSi around the band gap, which can be located somewhere in
the density of states for all studied B20 transition metal monosilicides, and find that FeSi becomes metallic and
ferromagnetic under epitaxial strain. Finally, the influence of on-site electronic correlation and the reliability of
ab initio calculations for 3d transition metal monosilicides are discussed.
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I. INTRODUCTION

The combination of semiconducting and ferromagnetic
(FM) materials is of strong interest in the fields of spintronics
and magnetoelectronics, since exploiting the spin degree of
freedom in addition to our standard charge-based electronics
would be valuable and will hopefully lead to new devices for
information processing and data storage.1,2

For technological applications, some constraints should
be kept in mind: First of all, the involved materials should
be “established” in the sense that the technology for device
production is either already available or that it can be integrated
into existing processes. Second, the process itself should be
kept as simple as possible. Hence, Si-based spintronics is an
area of ongoing research since Si is the de-facto standard
semiconductor and desirable from a technological as well
as economical point of view. A possible way to fabricate a
spin injector is by epitaxially growing a FM, metallic film
(ideally with small conductivity mismatch) on top of the Si
substrate. Transition metals (TMs) are an obvious choice for
constructing such a heterostructure: Their abundance is good,
and they are known to react strongly (exothermic) with a Si
surface. So just by codeposition of TM and Si atoms on a
Si surface and moderate annealing one can form magnetic
silicide films of high structural and interfacial quality on top
of the semiconductor.3–5 The drawback is that such silicides
in their ground state crystal structure are often non- or only
weakly magnetic, even those one would expect to be promising
due to the high magnetic moment of the constituents, like CrSi,
MnSi, or FeSi. Also, CrSi2, CoSi, CoSi2, and NiSi are of no
interest in this context.6

However, structural modifications induced by epitaxial
growth can possibly improve this situation. In the last years,
several theoretical studies based upon ab initio thermodynam-
ical arguments concerning TM (silicide) thin films on Si have
been published. The focus lay on the technologically relevant
Si(100) surface, on which films of different TM monosilicides

in B2 (CsCl) structure have been investigated.7 Mn was found
to be most promising.8 Later, also thin Mn monosilicide films
on the Si(111) surface were studied, comparing the B2 to
the B20 structure.9 The advantage of Si(111) is that it is
compatible to both the MnSi-B20 and MnSi-B2 structures, the
lattice constant fitting better to MnSi-B20. The competition
between thin-film growth and island nucleation has also been
discussed.9 It was found that MnSi on Si(100) tends to form
three-dimensional (3D) islands instead of thin films. The situ-
ation is better on the Si(111) surface where thin film formation
is more probable since island nuclei need to be larger. The
thermodynamic properties of different surface terminations of
MnSi-B20 thin films grown by different epitaxial techniques
on Si(111) have been discussed and conclusions about the
growth conditions have been drawn by detailed comparison
and analysis of simulated and experimental scanning tunneling
microscopy images, considering the possible existence of two
different stacking sequences.10

In this work we study a set of TM monosilicides in B20
structure and especially the influence of epitaxial strain on
their structural, electronic, and magnetic properties by means
of density functional theory, starting with a discussion of
unstrained and biaxially strained bulk systems. Since the
magnetism in MnSi showed the most significant response to
biaxial strain in the (111) plane according to our calculations,
we constructed MnSi/Si(111) thin film heterostructures of
different film thickness and studied the deviations of their
magnetic behavior from the aforementioned bulk case. As we
will show, our results agree qualitatively with recent experi-
mental observations for MnSi/Si(111) thin films,3,4 which we
consider to be a notable result due to the electronic correlations
present in the silicides.11,12 We also discuss experimental data
recently measured for FeSi/Si(111) thin films.5 Finally, we
present results derived from an approach that includes on-site
electronic correlation effects and comment on the reliability
of ab initio calculations for such materials.
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II. METHODOLOGY

We performed first-principles calculations in the framework
of spin-polarized density functional theory13 (DFT) using
the QUANTUMESPRESSO code,14 which employs plane waves
as basis functions. Exchange and correlations have been
described by the PBE generalized gradient approximation
(GGA) functional,15 which has been used successfully in
studies of different TM silicides in the past.7–10 Noncollinear
spin configurations, as they arise for example in MnSi, have
been approximated to be collinear. This is reasonable since
the wavelength of MnSi spin helices, for example, is much
longer than the size of our considered systems. Thus, any spin
noncollinearity would just result in a small correction to the
total energy.

Wave functions and density have been expanded into plane
waves up to cutoff energies of 35 and 350 Ry, respectively.
The neighborhood of atom centers has been approximated by
self-created ultrasoft pseudopotentials (USPP),16 treating the
atomic Si 3s, 3p and TM 3p, 3d, 4s, 4p subshells as valence
states.17 Ti had an additional 3s orbital. For Si, Cr, Mn, and Fe
a nonlinear core correction18 was included. Bulk calculations
of B20 TM silicides were carried out using simple cubic unit
cells with eight atoms. In [111] direction, a rhombohedral
unit cell (as used by Ref. 19) comprising eight atoms does
not allow for more complex magnetic configurations than
ferromagnetism. Thus, we used a hexagonal cell with 24 atoms
(12 formula units, f.u.) for our strained-bulk calculations. The
transformation from the simple cubic cell to a hexagonal cell
can be seen in Fig. 1.

For the thin film structures we used a supercell approach:
A hexagonal Si(111)-(

√
3 × √

3) unit cell containing six
layers of Si, the MnSi films, and a vacuum region of about
20 Å was used.10 The lower side of the Si substrate was
passivated by H atoms. The lateral cell size was fixed to
the calculated Si(111)-(

√
3 × √

3) surface lattice constant. A
dipole correction scheme20,21 was included, but found to be of
minor importance.

Brillouin zone sampling was done using Methfessel-Paxton
smearing22 (5 mRy) and different Monkhorst-Pack k-point
grids,23 depending on the problem: For the bulk calculations
we used a 16 × 16 × 16 grid for cubic unit cells, and a
6 × 6 × 4 grid for hexagonal unit cells. Furthermore, we
used a 4 × 4 × 1 grid for the FM thin film structures. For
other magnetic configurations, a 6 × 6 × 1 grid proved to

FIG. 1. (Color online) Two simple cubic unit cells (left) showing
the B20 structure and the buildup of the dense and sparse layers in
[111] direction. The hexagonal cell (indicated to the right) contains
24 atoms and repeats after 12 layers in [111] direction. Small orange
(big blue) spheres depict Si (TM) atoms.

be more reliable for achieving self-consistency; the energy
differences to the 4 × 4 × 1 grid, however, have been found
to be negligible. All grids were chosen in such a way that
they did not include the � point. For densities of states, the
post-processing was performed with denser k-point grids that
included the � point.

All internal atomic positions were accurately optimized us-
ing Hellmann-Feynman forces to reduce the force components
below 1 mRy/bohr and the energy changes below 0.1 mRy.

Constrained total moment calculations were carried out
using two separate Fermi energies, one for each spin channel.

For testing purposes, all-electron calculations were per-
formed using the full-potential linearized augmented plane-
wave plus local-orbital (LAPW) technique.24 We used muffin-
tin radii of 1.06–1.11 Å for both the TM and Si atoms, an
interstitial plane wave cutoff of EWF

cut = 20 Ry, and wave func-
tion and density expansions up to lWF

max = 12 and Gmax = 14.

III. BULK PROPERTIES OF DIFFERENT TRANSITION
METAL MONOSILICIDES

A. Structural aspects

The B20 structure of TM monosilicides, which is the
ground state crystal structure for CrSi, MnSi, FeSi, and
CoSi, can be described by a simple cubic unit cell con-
taining four TM and four Si atoms sitting on 4a Wyckoff
positions (Fig. 1). The space group is P 213. The Wyckoff
positions are (ux,ux,ux), (−ux + 1

2 ,−ux, ux + 1
2 ), (−ux,ux +

1
2 ,−ux + 1

2 ), (ux + 1
2 ,−ux + 1

2 ,−ux), x ∈ {TM,Si}, so dif-
ferent values for u have to be used for TM and Si atoms.

Table I shows our calculated lattice constants for all consid-
ered bulk TM-Si compounds and compares them to recently
calculated values using the projector augmented wave method
and the PW91 exchange-correlation functional25 as well as
to experimental values.26,27 One can see that the agreement
with Ref. 25 is almost perfect, especially when keeping in
mind that different exchange-correlation functionals have been
used. Compared to experimental values, our DFT-PBE lattice
constants for CrSi, MnSi, FeSi, and CoSi are underestimated
by only −0.8%, −0.9%, −1.1%, and −0.4%, which is also
very good. Additionally, we performed all-electron LAPW
calculations to get an impression of the deviations caused
by the pseudopotential approach and found them to be small

TABLE I. Lattice constants of different, completely relaxed
materials in B20 structure compared to literature. MPBE

calc denotes the
total magnetic moment per f.u. The magnetic moments localized at
the TM atoms are given in parentheses.

aPBE
calc (Å) aPW91

calc (Å)a aexpt (Å)b MPBE
calc (μB)

TiSi 4.972 – – 0.00 (0.00)
VSi 4.735 4.739 – 0.00 (0.00)
CrSi 4.590 4.600 4.629 0.41 (0.45)
MnSi 4.516 4.519 4.558 1.00 (1.11)
FeSi 4.445 4.448 4.493 0.00 (0.00)
CoSi 4.430 4.442 4.447 0.00 (0.00)
NiSi 4.515 4.535 – 0.00 (0.00)

aReference 25.
bReferences 26 and 27.
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TABLE II. Calculated bulk modulus BPBE
calc and Wyckoff parame-

ters u for TM and Si atoms of different materials in B20 structure. In
parentheses, experimental values are shown (Ref. 26).

BPBE
calc (GPa) uTM

calc 1 − uSi
calc

TiSi 131 0.143 0.156
VSi 176 0.139 0.153
CrSi 188 0.137 (0.136) 0.152 (0.154)
MnSi 208 0.137 (0.138) 0.155 (0.154)
FeSi 215 0.136 (0.136) 0.160 (0.156)
CoSi 214 0.145 (0.14?) 0.157 (0.16?)
NiSi 173 0.149 0.154

(cf. Tables I and II). For MnSi we get a very good agreement of
the lattice constant (4.53 Å) and the bulk modulus (204 GPa).10

The results for FeSi (4.46 Å, 228 GPa) and CrSi (4.60 Å,
187 GPa) are also good.

The equilibrium lattice constant is maximal for TiSi,
reducing continuously until CoSi, and going up again for
NiSi. The bulk modulus increases from TiSi to FeSi and CoSi,
reducing again for NiSi. We determined the Wyckoff positions
uTM and uSi for each compound for several values of the
lattice constant from optimizations of the internal structural
parameters (not shown). Two trends can be deduced: First,
uTM tends to decrease as the lattice constant becomes larger,
while 1 − uSi increases. Second, this trend becomes more
pronounced with increasing valency.

The “ideal” B20 structure is characterized by uTM =
1/(4τ ) ≈ 0.155 and uSi = 1 − 1/(4τ ) ≈ 0.845, where τ =
(1 + √

5)/2 is the golden ratio.28,29 In this case, the inversion
operation interchanges the TM and Si sites (by construction)
since uTM = 1 − uSi. From aforementioned structural opti-
mizations and Table II it can be seen that in our case all uTM

lie well below this value for all considered lattice constants,
albeit they approach it as uniform (hydrostatic) pressure is
applied. This general trend has already been predicted for
FeSi.28 For MnSi, the energy difference between real and ideal
B20 structure at their respective equilibrium lattice constant is
161 ± 5 meV per f.u. in our calculations. For FeSi, a value of
120 meV has been reported.28 The deviation of the equilibrium
Wyckoff parameter uTM from its ideal value decreases from
TiSi to FeSi, jumping up again for CoSi and NiSi (Table II).

As indicated above, the ground state crystal structure of
TiSi and NiSi is actually not B20, but B27 for TiSi30 and B31
for NiSi.31 Both have the Pnma space group (like MnP). We
performed full-optimization calculations (cell parameters a,
b, c and internal atom coordinates) for TiSi and NiSi and
found in both cases nonmagnetic (NM) solutions with an
energy spacing to the B20 phase of 570 and 177 meV per
f.u., respectively. For VSi we found no data in the literature,
only for different stoichiometries (like VSi2, V3Si, V5Si3).31,32

B. Electronic and magnetic properties

Two TM-Si compounds have been discussed predominantly
over the last years: MnSi and FeSi. For both, intense research
is still ongoing.

MnSi as bulk material is a chiral itinerant ferromagnet.
Its complex magnetic structure is well studied: Several

different magnetic phases exist, including a recently observed
skyrmion phase33 and a magnetic blue phase.34 Without
external magnetic field, MnSi shows a helical magnetic
order of long wavelength (175–190 Å) below the critical
temperature TC ≈ 29.5 K.35 This helicity can be explained
by the missing inversion symmetry of the crystal lattice
which results in a nonvanishing Dzyaloshinsky-Moriya (DM)
term in the spin density expansion of the free energy.36,37 If
an externally applied magnetic field exceeds μ0HC2 ≈ 300–
550 mT, the DM contributions are overcome and the spins align
ferromagnetically.33,38,39 First-principles calculations based
on the local density approximation (LDA) predicted a total
magnetic moment of 1 μB per f.u.29 On the other hand,
experiments report a saturation moment of 0.4 μB in the
polarized phase at high external magnetic field, which strongly
deviates from a moment of 2.27 μB according to a Curie-Weiss
fit in the paramagnetic phase.40,41

FeSi also exhibits some special properties: Around room
temperature, it shows a transition from a NM, semiconducting
ground state with a narrow band gap to a metal.42,43 The
magnetic susceptibility rises exponentially up to 500 K and
follows a Curie-Weiss temperature dependence at higher
temperatures.44 These unusual phenomena led to several
model assumptions in the past, like FeSi being a d-electron
Kondo insulator.42,45,46 However, this view has been ques-
tioned recently by experimental47 and theoretical12 works
which state that a correlated band insulator picture, where
the 3d bands are renormalized due to electron-electron
interactions, is more appropriate. Photoemission experi-
ments measured a band gap width of around 60 meV at
low temperatures,48,49 while tunneling spectroscopy reported
50 meV.42 Paschen et al. stated that the gap appears to
be smaller in transport measurements (55–70 meV) than
for charge or spin excitations (75–100 meV).43 Early LDA
calculations reported a wider gap of 130 meV.50 The gap closes
quickly with increasing temperature.48,49 This is in agreement
with recent theoretical estimates of the optical conductivity,
which showed no sign of a band gap above a temperature of
386 K.12

From the densities of states (DOS) for the bulk compounds
(Fig. 2) it becomes obvious that the TM monosilicides in B20
structure follow a similar electron filling scheme as reported
for the artificial zinc-blende structure.25 The overall shape
of the DOS is always the same, like in a rigid-band model
(neglecting the exchange splitting for CrSi and MnSi for the
moment), but a reduction of the 3d bandwidth for the late
TMs can be observed. The band gap, which has been studied
experimentally for FeSi, can be observed somewhere in the
DOS for all considered TM silicides and thus has to be already
a consequence of the sevenfold atom coordination in the B20
crystal structure. (Note that we checked that, for example, FeSi
and MnSi in the sixfold coordinated rock-salt structure show
no band gap in their DOS, even though the B20 structure is a
distorted form of the rock-salt structure.) We inspected this in
more detail for the representative case of FeSi. As in all studied
TM-Si compounds (cf. Fig. 2), the TM 3d states dominate the
DOS around the Fermi energy. From Fig. 3 one can see that the
ubiquitous band gap actually separates two groups of bands
which have predominantly either a Fe 3dx2−y2 + 3dxy character
(top of the valence band, VB) or a Fe 3dxz + 3dyz character
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FIG. 2. (Color online) Spin-resolved DOS for different TM
monosilicides in B20 structure. The black lines indicate the total
DOS per f.u., and the blue shaded areas correspond to the projection
onto the TM 3d orbitals. The Fermi energy is chosen as reference
energy. The black arrow in the VSi panel marks the “hill” referred to
in the text. The bottom-right panel schematically indicates the origin
of magnetism for MnSi.

(bottom of the conduction band, CB), where the orientation of
the 3dz2 orbital has been chosen parallel to the [111] direction
of the cubic unit cell. The two opposing band groups can also
be identified clearly in band structure plots with superimposed
band character [Fig. 3(c)]. How the difference between these
two groups manifests itself in the crystal environment can be
seen from sections through the integrated local density of states
(ILDOS), which is defined as

I (r) =
∣∣∣∣∣
∫ E

0
dε

∑
nk

|ψnk(r)|2 δ(ε − εnk + EF)

∣∣∣∣∣ ,
with Kohn-Sham states ψnk, energy eigenvalues εnk, and the
Fermi energy EF. We have used E = +1 eV (E = −1 eV),
which covers the lowest conduction band (highest valence
band) states [Fig. 3(b)]. The (111) lattice planes have been
chosen such as to contain three Fe atoms forming a triangle
(that is, a dense Fe layer). These TM-TM triangles are
characteristic for the B20 structure since they build up the
trillium lattice (cf. Ref. 51). In addition to the expected
localization around the Fe centers the ILDOS shows that the
highest VB orbitals point with one lobe into the centers of
Fe-Fe triangles, whereas the lobes of the lowest CB states
point more or less along the triangle edges. This is in line
with previous findings by Andersen et al.52 It is reasonable to

FIG. 3. (Color online) Electronic structure of bulk FeSi in B20
structure. (a) DOS plot in which the black line indicates the total
DOS per f.u. and the red, orange, and blue shaded areas correspond to
projections onto the Fe 3dz2 , 3dx2−y2 + 3dxy , and 3dxz + 3dyz orbitals.
The 3dz2 orbital lies parallel to the [111] direction of the cubic unit
cell. The Fermi energy is chosen as reference energy. (b) ILDOS
sections along a characteristic (111) lattice plane in the cubic unit cell
showing the spatial orientation of the topmost VB (left) and lowest
CB (right) states in the crystal (cf. Fig. 1). As the ILDOS value
increases, the plane color shifts from blue to red. (c) Band structure
plots around the Fermi energy in which the band character is indicated
by color and size. Thick bands with bright orange (bright blue) colors
correspond to a strong 3dx2−y2 + 3dxy (3dxz + 3dyz) band character.

assume that this band and orbital structure carries over to all
other B20 materials in the scope of this paper.

All considered materials in B20 structure are found to be
metallic, except FeSi, which is a semiconductor at low tem-
peratures. The DOS of CoSi exhibits only small values at the
Fermi energy; therefore, CoSi is a metal with low conductivity.
NiSi is also metallic in its ground state crystal structure B31.
These results agree nicely with experimental observations.6

For TiSi in B27 structure, we also find a metallic behavior.
We find a preference for the FM ground state for CrSi

and MnSi. In this context, the origin of magnetism can be
understood in a simple Stoner picture. By inspecting the DOS
in Fig. 2 we can see that the “hill” (marked by a black arrow)
between the position of the Fermi energy for VSi and the band
gap (in which the Fermi energy for FeSi lies) can be filled with
three electrons. For VSi, the hill is empty and the Fermi energy
lies in a local minimum; an exchange splitting would not lead
to a lowered total energy here. For CrSi and MnSi, the hill is
partially filled with one or two electrons. In this situation, a
NM solution is expected to be metastable. Indeed, in the case of
CrSi, the exchange splitting shifts the bands such that the Fermi
energy lies roughly in the center of the hill for the majority
spins and slightly above the local minimum for the minority
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spins. For MnSi, the Fermi energy lies at 1/3 filling of the hill
for the minority spins and in the band gap for the majority spins.
The NM-FM transition for MnSi is schematically displayed
in the bottom-right panel in Fig. 2, where the gray (blue)
lines depict the initial NM (final FM) situation. Finally, for
FeSi, the hill is filled completely and the Fermi energy lies
in the band gap for both spin channels. For CoSi and NiSi,
the Fermi energy lies in stable local minima again. Therefore,
these materials are NM, in agreement with the literature.6

For CrSi, the energy splitting between the NM and the FM
configuration at their respective equilibrium lattice constants is
very small (1.6 meV per f.u.). This indicates a high fluctuability
of the localized magnetic moments (0.45 μB per Cr in the FM
phase) and agrees with the general view of CrSi as being a
weak Pauli paramagnet,6,41 especially at room temperature.

The FM phase in MnSi is found to be far more stable with
a NM-FM energy splitting of 61 meV per f.u. It is predicted
to be half metallic: In the majority spin channel, the Fermi
energy lies in the small indirect band gap (0.23 meV calculated
width in DOS), close to the “valence band maximum,” while
the minority spin channel behaves metallic. Consequently,
the magnetic moment takes an integer value (1 μB per f.u.).
This remains the case for lattice constants ranging from
approximately 4.49 to 4.61 Å. For larger lattice constants we
find a sudden transition to a higher spin state, in which the
total magnetic moment approaches 2 μB per f.u.

FeSi is NM in our zero-temperature calculations, in
agreement with previous theoretical work.12,25,50,53 It shows
signs of ferromagnetism for increased lattice constants in our
calculations, but this magnetic configuration remains about
30–35 meV per f.u. higher in energy than the NM solution and
thus is only metastable. It is difficult to extract the exact DFT
energy of the FM state because of a NM-FM jump occurring
very close to the equilibrium position [cf. Ref. 25, Fig. 1(d)].
For the same reason we can only give an upper bound for the
magnetic moment of 0.92 μB per f.u. for the FM state. The
band gap has a width of 0.16 meV according to our GGA cal-
culations, which agrees roughly with previously reported LDA
values,12,50,53 but is too large when compared to values derived
from recent experiments.42,43,48,49 Note that usually band gaps
are underestimated by conventional DFT. Dynamical correla-
tions accounted for in LDA + DMFT calculations reduce the
width of the band gap by approximately a factor of 2.12

Since magnetic properties are a delicate issue and can
significantly depend on the pseudopotential, we checked the
agreement of our CrSi, MnSi and FeSi USPP results with
LAPW calculations. For CrSi we find a total magnetic moment
of 0.44 μB per f.u., which is in line with our pseudopotential
result (cf. Table I). As expected, due to the presence of the
band gap, the integer magnetic moments for MnSi and FeSi
are reproduced as well. Especially, the half metallic character
of MnSi is no artifact of the pseudopotential approach.
Furthermore, the magnetic transition to a higher spin state
in expanded MnSi has been verified with LAPW.

IV. Si(111)-STRAINED BULK PROPERTIES OF
DIFFERENT TRANSITION METAL MONOSILICIDES

For epitaxial films of about 20 nm thickness, a value
typically used in experiments,3,5,54 surface, interface, and

confinement effects are minor and the film properties are dom-
inated by a strained-bulk behavior. It is well established (see,
for example, Refs. 3,5,9,10, and 54–60) that an epitaxial B20
TM monosilicide film on Si(111) will grow in [111] direction
since its hexagonal unit cell parameter ahex fits closely to
the Si(111)-(

√
3 × √

3) surface lattice constant if Si[011̄] ‖
TM-Si[112̄]. It will be distorted in the lateral plane, and the
small misfit strain is compensated by an accommodation of
the unit cell height chex and the atomic coordinates.

Our calculated DFT-PBE Si(111)-(1 × 1) lattice constant
is 5.468 Å/

√
2 = 3.866 Å, deviating by +0.7% from the

experimental value of 3.840 Å. This translates to a Si(111)-

(
√

3 × √
3) lattice constant of a

√
3×√

3
Si(111) = 6.697 Å (6.650 Å

experimentally). The simple cubic unit cells of the TM
monosilicides can be transformed to a hexagonal cell with
the [111] direction pointing along the z axis (cf. Fig. 1):
ahex = √

2 acub, chex = √
3 acub. From Table I it follows that

ahex = 6.491 (6.546), 6.387 (6.446), 6.286 (6.354) Å for
CrSi, MnSi, and FeSi, respectively. (Experimental values
are given in parentheses.) Thus, DFT-PBE overestimates the Si
lattice constant, while giving slightly underestimated TM-Si
lattice constants. As a consequence, the lattice mismatch
between the Si(111) substrate and a TM-Si film will be
overestimated and the in-plane tensile strain in the thin
film will be higher in our calculations than in reality. The
calculated (experimental) lattice mismatches are 3.2% (1.6%),
4.9% (3.2%), and 6.5% (4.7%) for CrSi, MnSi, and FeSi,
respectively. To assess the significance of these deviations (for
example, in how far the phenomena related to strain effects
will also be overestimated), we studied the influence of biaxial
strain over a large lattice constant interval (see below).

In the hexagonal unit cell (cf. Fig. 1), the z axis coincides
with the [111] direction of the simple cubic unit cell. Along
this [111] direction, the structure is repeated after 12 individual
layers. Four layers can be grouped into one quad-layer (QL),
which then consists of a Si-dense, TM-sparse, Si-sparse, and
TM-dense layer.9,10 In unstrained bulk material, atoms in
sparse and dense layers are all equivalent.

The calculations for Fig. 4 were carried out using such a
hexagonal unit cell. For each pair of cell parameters (a,c) a full
relaxation of the internal atomic coordinates was performed.
Figure 4(a) shows total energy curves for different c at fixed

a = a
√

3×√
3

Si(111) for CrSi, MnSi, and FeSi. In order to get an
impression of the spin stiffness, we studied different spin
configurations in our hexagonal unit cell. We assumed that
the TM magnetic moments in one and the same layer are
equal, while those of different layers were allowed to have a
different magnitude and, possibly, an antiparallel orientation.
This seems reasonable since the application of strain lifts the
symmetry equivalence between sparse and dense layers for TM
and Si atoms. In addition to the NM case and the FM ordering,
we looked into a partially compensating “ferrimagnetic” (FIM)
pattern that emerges from a cosinelike starting configuration
of the TM magnetic moments:

m�
TM = m0

TM cos(q�), (1)

where � denotes the TM layer index, counting in [111]
direction and starting with zero for a TM-sparse layer (cf.
Fig. 1). For the moment we restrict ourselves to q = π/3,
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FIG. 4. (Color online) (a) Graphs showing the total energy per f.u. of different magnetic configurations (NM, FIM with q = π/3, FM) in
CrSi, MnSi, and FeSi under biaxial strain as a function of the hexagonal unit cell height c. The lateral lattice constant is a = a

√
3×√

3
Si(111) . The

energy values are differences with respect to the corresponding strain-free bulk structure. (b) Energetic and magnetic maps of MnSi and FeSi
as functions of the hexagonal cell parameters a and c. Color encoded, the energy difference with respect to the corresponding strain-free bulk
structure (upper row) and the total magnetic moment (lower row) per f.u. is shown. The black circles indicate the positions of calculated values

and are filled with the corresponding color; the remaining area is interpolated. The vertical dashed lines mark a = a
√

3×√
3

Si(111) . The white curve in
the MnSi magnetic moment map indicates the parameter range for the rhombohedral unit cell used in Ref. 19 according to Eqs. (3), where the
magnetic moment was found to be constant (1 μB per f.u.).

for which the modulation fits into a single hexagonal unit
cell. Note that this initial pattern leads to a net total magnetic
moment in practice, in contrast to a perfect antiferromagnetic
(AFM) ordering, even though the mean of the cosine vanishes.
The reason is that the cosine is superimposed by the sparse-
dense layer structure, and in addition to the different TM
density, TM-sparse and TM-dense layers can bear different
local magnetic moments, especially if biaxial strain is applied.

As one can see from Fig. 4(a), the FIM configuration
(q = π/3) is always higher in energy than the FM configura-
tion. An exception is CrSi at high vertical expansion, where the
FIM ordering is lowest in energy. However, at the equilibrium
height of the cell (c), the FM ordering is always lowest, even for
CrSi. Especially, this means that FeSi becomes ferromagnetic
under epitaxial strain. The distances between NM, FIM, and
FM curves and equilibrium energies are largest for MnSi
and only small for CrSi (≈10 meV/f.u.) and FeSi (NM-FM
17.7 meV/f.u., FIM-FM 10.5 meV/f.u.). We speculate on this
basis that the Curie temperature will be very low for the latter
two. The equilibrium heights of the hexagonal cells are 7.79,
7.61, and 7.46 Å for CrSi, MnSi, and FeSi in their FM phase,
respectively. From this follows the height of a single QL to be
about 2.4–2.6 Å in bulk, depending on the material. Thus, a thin
film of 20 nm thickness consists of approximately 310–330
layers of TM-Si.

Since MnSi and FeSi appeared most interesting to us and
experimental data of samples with a high degree of structural
quality exists in the literature, we will focus on them in the
following. In Fig. 4(b) results for a wide range of planar lattice
constants a and cell heights c are shown: Color-encoded maps
display the total energy relative to the ground state without
strain and the total magnetic moment. For each data point we
compared a FM calculation to a NM calculation. We found
that the FM calculations sometimes have the tendency to
converge to metastable solutions with finite magnetic moment,
while the solution of the corresponding NM calculation is
actually lower in energy. This has been taken into account
by assigning a magnetic moment of zero to points with only
metastable magnetic solutions. A further, similar complication
was that for some points the calculated magnetic moments did
not fit seamlessly into their neighborhood. In this case, we
performed additional calculations with reasonably constrained
total moments, followed by calculations without constraints
which started from the previously obtained potential. Usually
the new energy turned out to be smaller and the original result
was replaced. However, this procedure did not work for all
points; for example, the area around the small feature on the
lower right side in the FeSi magnetic moment map was stable
against all our checks. The FIM configuration was examined
at some points, especially at the corners of the map and along
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TABLE III. Volume expansion V PBE
Si(111) and total magnetic moment

MPBE
Si(111) of different TM-Si bulk structures laterally strained to the

Si(111) surface lattice constant a
√

3×√
3

Si(111) . The strain-free volume
V PBE

GS is determined from Table I. In parentheses, localized magnetic
moments at the TM sparse/dense atoms are listed. All values are given
per f.u.

V PBE
GS (Å3) V PBE

Si(111) (Å3) MPBE
Si(111) (μB)

TiSi 30.73 31.51 (+2.5%) 0.00
VSi 26.54 26.54 (+0.0%) 0.00
CrSi 24.18 25.22 (+4.3%) 0.63 (0.64/0.72)
MnSi 23.03 24.63 (+7.0%) 1.50 (1.22/1.85)
FeSi 21.96 24.13 (+9.9%) 0.99 (0.57/1.30)
CoSi 21.73 23.84 (+9.7%) 0.00
NiSi 23.01 24.01 (+4.3%) 0.00

a
√

3×√
3

Si(111) , and nowhere found to be lowest in energy. In both
energy maps, the minimum is consistent with the ground
state cell parameters ahex and chex given above. Obviously
there are no other local minima for c(a) than the ground
state (apart from metastable magnetic configurations). The
magnetic maps in Fig. 4(b) show that for compressive strain the
magnetic moment tends to decrease, whereas for tensile strain
it increases, obviously even beyond our Si(111) value. The NM
region is much larger for FeSi than for MnSi. For FeSi, the
area with finite magnetic moment is sickle shaped. However,
in the vicinity of the NM region, the energetic stability of these
moments is very low. The maps demonstrate that our results are
stable against small variations of the surface lattice constant;
especially, using the experimental value for Si(111) would not
lead to significant changes. Thus, the slightly overestimated
lattice mismatch is irrelevant.

As already mentioned, a FM ground state is predicted
for biaxially strained FeSi, with a total magnetic moment of
0.99 μB per f.u. Since FeSi is semiconducting in the unstrained
bulk case, a transition to a metallic, magnetic phase has to occur
for a critical value of the biaxial tensile strain. Furthermore,
we find a volume expansion of 9.9% (Table III). Recently,
the volume expansion in epitaxial FeSi thin films of 20 nm
thickness on Si(111) was experimentally measured by Porter
et al.5 Within their error bars, they found a volume difference
between polycrystalline films, which they concluded to be
a strain-free reference, and epitaxial films of approximately
10%. A similar effect was found for Fe0.5Co0.5Si, together with
an increased Curie temperature (33%) and a higher saturation
magnetization (Fig. 4 in Ref. 5). Their FeSi result agrees
even quantitatively with our calculations. Although we did
not study Fe0.5Co0.5Si explicitly, we can deduce from our
results on FeSi and CoSi that the intermediate alloy will
behave similarly with respect to the volume expansion. The
electronic properties should be somewhere in between: CoSi
is already weakly metallic without tensile strain and provides
additional electrons to the distorted, metallic FeSi, so we
expect strained Fe0.5Co0.5Si to be a metal as well. From
their transport measurements on FeSi, where strained and
unstrained material are being compared, one could deduce
that the band gap prevails, although becoming narrower.
However, the overall resistivity they observe is quite small.
Older ultraviolet photoelectron spectroscopy studies of FeSi

FIG. 5. (Color online) Spin-resolved total DOS (black lines) per
hexagonal unit cell for bulk CrSi, MnSi, and FeSi (from top to

bottom) under biaxial strain (a = a
√

3×√
3

Si(111) ) and projections onto sparse
(S, orange shaded areas) and dense (D, blue lines) TM atoms. The
respective Fermi energies have been chosen as reference.

thin films on Si(111) were unable to resolve a gap and found a
metallic state.61 Our DOS for epitaxial FeSi (Fig. 5) indicates
a metallic behavior with a high degree of spin polarization
at the Fermi energy. For Fe0.5Co0.5Si/Si(111), a metallic
conductivity has been observed in experiment,5 which proves
the correctness of our aforementioned expectation.

For MnSi, a volume expansion by 7% as well as an
increase of the magnetic moment by 50% can be seen (cf.
Fig. 4 and Table III). Interestingly, we find in addition a
significant stabilization of the FM alignment: The energy
splitting EFIM − EFM between the FIM magnetic ordering
(q = π/3) and the FM ordering is 18.5 meV in the case of
bulklike, unstrained MnSi. Due to biaxial strain this value
increases by 88% to 34.7 meV. We also looked at a third
configuration: A perfectly compensating AFM ordering with
vanishing total magnetic moment can be produced by flipping
the moments with QL periodicity (two Mn layers up, two Mn
layers down, etc.):

m�
Mn = m0

Mn {2	 [cos(q {� − 1/2})] − 1} , q = π/2. (2)

In this case, however, a hexagonal cell with 24 layers is nec-
essary. The different magnetic configurations are visualized
in Fig. 6. The energy splitting EAFM − EFM between this QL
AFM texture and the FM ground state is 33.2 meV per f.u.,
so it is more unfavorable than the FIM configuration. Under
strain this value increases by 85% to 61.5 meV. Following the
thought that roughly TC ∼ |EFM − EAFM| ∼ |EFM − EFIM|,
this means that the Curie temperature should show a significant
increase. Indeed, Karhu et al. observed such a trend in their
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FIG. 6. (Color) Different metastable antiparallel magnetic config-
urations in MnSi. Small, almost white (big, colorful) spheres depict
Si (Mn) atoms. The colors represent the local magnetic moment (in
μB) at the different atoms. (a) Cosine-shaped pattern according to
Eq. (1) for q = π/3 in strain-free MnSi. (b) Perfectly compensating
AFM ordering with QL steps according to Eq. (2) in strain-free MnSi.
(c) As (b), but for MnSi epitaxially strained to fit the Si(111) surface.
Note the different magnetic moment magnitude for sparse and dense
atoms, which reflects the strain-induced symmetry break.

MnSi/Si(111) films. While they found only a small increase
of the saturation magnetization [maximally 8% according to
Fig. 8(b) in Ref. 3], they reported a value of TC ≈ 43 K for
films of 10 nm thickness and above.3,4 This corresponds to
an increase of about 46%. Thus, our calculations predict the
correct trend, while one cannot expect quantitative agreement,
since the inclusion of nonlocal electronic correlations and a
calculation of TC is beyond the scope of our work. Moreover,
this result indicates that MnSi cannot be fully described as
a simple Heisenberg ferromagnet with localized moments:
Given that the exchange constants in a Heisenberg model
are typically decreasing functions of the interatomic distance,
an increased volume and increased average Mn-Mn distances
should lead to a weaker magnetic coupling. This is contrary to
our calculations and to the experimental findings, and points to
the importance of itinerant exchange for the magnetic ordering
in MnSi.

As expected from the noninteger total magnetic moment,
the Fermi energy has moved out of the half metallic gap in
which it is located for strain-free MnSi (cf. Fig. 5). Instead, it
shifts to the next stable DOS valley in the majority channel,
transferring 1/4 electron per f.u. from the minority channel
to the majority channel. The feature above the Fermi energy
in the majority channel, which can take 1/2 electron per f.u.
and spin channel according to the FeSi and CoSi panels in
Fig. 2, is split and half filled. For strained FeSi, it is filled
completely, and the Fermi energy sits at the same position
in the majority channel as for strain-free CoSi. The DOS for
strained CrSi shows only small differences compared to the
strain-free case. Remnants of the band gap can still be seen for
all three compounds in both spin channels.

We looked for a similar strain effect also in bulk TiSi, VSi,
CoSi, and NiSi, but found no signs of FM order, just like in
the case of unstrained bulk. Hence, the respective values in
Table III are from NM calculations.

Again we checked our USPP results with all-electron
LAPW calculations. Although we did not aim at high-quality
LAPW results, the method produced densities of states that

were very similar to those in Fig. 5. We found total magnetic
moments of 1.46 μB for MnSi and 1.00 μB for FeSi.
Comparison with our USPP results (Table III) shows excellent
agreement. Thus, we can exclude that our observations are
just pseudopotential artifacts: The strain-increased (strain-
induced) magnetic moment is also seen in LAPW for MnSi
(FeSi).

The strain-induced symmetry break can be observed by
looking at the localized magnetic moments, e.g., of the TM
atoms, as listed in Table III or visualized for MnSi in Fig. 6(c).
For Si(111)-strained CrSi, MnSi, and FeSi, the localized
moments at the sparse and dense atoms are not equal anymore
and larger than those in the unstrained material. Especially,
the magnetic moment at the dense atoms is larger than that
at the sparse atoms. At the Si atoms, an antiparallel moment
of approximately −0.07, −0.19, and −0.12 μB is induced
for CrSi, MnSi, and FeSi, respectively, which reduces the
total magnetic moment. The induced antiparallel moment
already exists without strain and is a phenomenon that can
be observed in other TM compounds as well, for example in
Heusler alloys.62 The inequivalence can also be seen in the
structural properties, e.g., in the distances between the TM
atoms, which, neglecting the Si atoms, form a trillium lattice51

of sixfold coordination. In the unstrained case, all TM-TM
distances are the same: 2.77 Å for MnSi and 2.73 Å for FeSi.
For MnSi (FeSi) subject to Si(111) epitaxial strain we find
dense-dense intralayer 3.01 Å (2.92 Å); dense-dense interlayer
2.68 Å (2.66 Å); sparse-dense, crossing Si-sparse layer 2.83 Å
(2.84 Å); and sparse-dense, crossing Si-dense layer 2.81 Å
(2.85 Å). The behavior is very similar for MnSi and FeSi: All
TM-TM distances increase, except the dense-dense interlayer
distance. As a consequence, four different coupling constants
are necessary if one wants to model this system by a nearest-
neighbor Heisenberg Hamiltonian.

Karhu et al. studied the effect of biaxial strain on the
uniaxial anisotropy using DFT (full-potential local-orbital
method) and a rhombohedral unit cell with different values
for the rhombohedral angle 
 around π/2.19 They found no
deviations of the total magnetic moment from the usual bulk
value of 1 μB per f.u. Using the equations

ahex(
) = aMnSi
cub sin(
)

√
2
√

3√
[1 + 2 cos(
)]2 + 2 sin(
)2

,

(3)
chex(
) = aMnSi

cub

√
[1 + 2 cos(
)]2 + 2 sin(
)2,

with their MnSi lattice constant aMnSi
cub = 4.556 Å we can

connect their results to ours. Their parameter range is displayed
as a white line in the magnetic moment map of MnSi in
Fig. 4(b). Indeed, we find complete agreement between both
calculations: Around the white line, our magnetic moment is
constant. The reason is most certainly the half metallic gap
predicted by DFT, in which the Fermi energy can move for
some time under strain before the total magnetic moment starts
to change (Fig. 2).

We used such a distorted rhombohedral unit cell, adapted to
our optimized cell parameters given above, to calculate exem-
plarily the phonon band structure of strained MnSi employing
the density functional perturbation theory approach.63 No
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FIG. 7. (Color) Atomic structures and magnetic configurations of MnSi thin films of selected thickness together with two bilayers of the Si
substrate. The left (right) structures reflect the up (down) MnSi stacking. The upper (lower) row shows configurations of parallel (antiparallel)
Mn spin alignments. Small, almost white (big) spheres depict Si (Mn) atoms. The color encoding shows the local magnetic moments (μB). For
convenience, the value is explicitly written out for selected Mn atoms. Note also that single atoms represent complete layers of similar atoms.
M1 and M2 denote two spin motifs that arise frequently in the magnetic configurations. The inset shows the dependence of the total magnetic
moment on the number of film layers n for FM alignment and two linear fits for up and down stacking.

imaginary frequencies have been found, which corroborates
the dynamical stability of the strained B20 bulk structures.

V. MnSi THIN FILMS ON Si(111)

Since MnSi showed the most significant response to
epitaxial strain, we explicitly studied thin films of MnSi in
B20 structure on Si(111), varying the film thickness and the
magnetic configuration.

MnSi thin films can grow in two possible stacking se-
quences on Si(111) which we named “up” and “down” (cf.
Fig. 1 in Ref. 10). The growth takes place with a thickness unit
of single QLs,58,60 which can be explained by calculations of
surface and film formation energies.10 Furthermore, since the
TM monosilicides in B20 structure are noncentrosymmetric,
two possible structural chiralities exist. Since the crystalline
chirality determines the magnetic helicity, the two chiralities
can be distinguished using x-ray and polarized neutron small-
angle diffraction64,65 or dark-field transmission electron mi-
croscopy imaging.3,4 However, since “left- and right-handed”
structures can be interchanged by a mirror operation (involving
a plane containing the [111] and [112̄] axes), which leaves the
Si(111) substrate invariant, both chiralities are energetically
degenerate, and we can restrict ourselves to up and down
structures with one chosen handedness. Actually, coexisting
domains of left- and right-handed chirality have been found in
MnSi films.3

In the previous section we have argued that the behavior
of thicker films can be described by strained bulk material.
However, the thinner the films, the more important are surface,
interface, and confinement effects. Since the repetition period

of the layer structure is quite large (12 layers, see above), these
effects will not be restricted to ultrathin films, but may become
noticeable even in films of a few nanometers of thickness.

We studied film structures with up to 17 layers of MnSi.
The same geometry as in our previous study of MnSi/Si(111)
thin films has been used.10 The bonding of the films to the
substrate is made between a single-dangling-bond termination
of Si(111) and a Si-dense termination of MnSi(111) for both
up and down stacking of MnSi. In Fig. 7, upper row, one can
see the relaxed atomic structure of the interface. A significant
difference exists between the up and the down stacking, where
the length of the Si-Si bond connecting the substrate and the
thin film is 2.36 and 2.40 Å, respectively. On the other hand,
the dependence on the film thickness is negligible (±0.01 Å).
For comparison, the Si-Si bond length in our bulk Si is
≈2.37 Å. Additionally, two nonstoichiometric structures are
shown: An 11-layer structure in up stacking, where the topmost
Si has been replaced by Mn, and a 12-layer structure in down
stacking, where the topmost Mn has been replaced by Si.
The former is interesting from the viewpoint of our previous
work, where it appeared as possible “2-Mn-dense” surface
termination of films grown by reactive epitaxy.10

The single-dangling-bond–Si-dense interface is an assump-
tion we made, based on the fact that the surface energy of Si-
dense terminated films is minimal under Si-rich conditions,10

which will certainly be present at the interface. In addition,
we calculated the associated interface energy γ from a fully
optimized, periodic Si-MnSi-Si sandwich structure using an
ab initio thermodynamic approach:66

γ = 1

2A
{Etot − (NSi − NMn)μSi − NMnEMnSi} .
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Here Etot and EMnSi are the DFT total energies of the sandwich
structure and laterally distorted MnSi bulk, respectively; the
Ni are the numbers of atoms in the structure, A is the interface
area, and μSi = ESi is the chemical potential of Si, which takes
the energy of Si bulk to model Si-rich growth conditions. The
result is γ = 75 meV/Å2, a value that is significantly smaller
than the surface energy of the relaxed bare Si(111)-single-
dangling-bond surface (γ ≈ 95 meV/Å2) or the mean of
the MnSi(111)-Si-dense surface energies (γ ≈ 102 meV/Å2)
under the same growth conditions, which we also determined.
Note that due to the missing inversion symmetry there are two
inequivalent Si-dense terminated interfaces in the sandwich
structure, and γ is an average over both of them. The individual
contributions are hard to isolate, a problem similar to the case
of GaAs(111).67

The dependence of the local magnetic moments on the film
thickness can be seen in Fig. 7. Obviously the Mn moments
at both the interface and the surface deviate strongly from
their values in strained bulk material (cf. Table III). This
is especially striking for the Mn-sparse atom close to the
interface in up stacking. The weak, induced antiparallel Si
moments in the MnSi films can be seen, too. The values
of the interface Mn magnetic moments converge quickly
with increasing interface-surface spacing. Any Si surface
termination reduces the magnetic moment of the subsurface
Mn layer, especially a Si-dense termination. Comparison with
thicker films (not shown) indicates that the shown surface
behavior of the magnetic moments is repeated periodically.

The total magnetic moment of our film structures increases
with each new layer of Mn and decreases again slightly as the
successive Si layer is deposited (cf. Fig. 7, inset). We fitted the
total magnetic moments as function of the number of MnSi lay-
ers n to linear functions f (n) = a n + b separately for up and
down stacking. The results are slopes a = 1.54 μB (1.52 μB)
and offsets b = 2.15 μB (4.58 μB) for up (down) stacking.
For both stacking sequences, the slope is already very close to
the value obtained for bulk material under strain (cf. Table III).
The different offsets are due to the different magnetic structure
of up and down stacked films at the interface (cf. Fig. 7).

Similar to our procedure in the previous section, we studied
also different antiparallel (FIM) spin configurations within our
collinear approximation in film structures with 5, 9, and 13
layers of MnSi in up and down stacking, all being terminated
by a Si-dense layer (Fig. 7, lower row). Since the 5-layer
ultrathin films contain just two Mn layers, there are only two
magnetic configurations: parallel or antiparallel. For the 9-
and 13-layer structures, we simulated cosine- and QL-shaped
magnetic orderings starting from initial moments that follow
Eqs. (1) with q = π/3 and (2). In the 13-layer structures we
used q = π/6 in addition, which results in a single smooth
flip of the magnetic moment direction. In all cases, the QL
AFM pattern was unstable and converged to the cosine pattern
with q = π/3. This is in contrast to the bulk case, where the
perfectly compensating QL AFM configuration was at least
metastable, as discussed in the previous section.

The energy differences of these magnetic configurations
with respect to a FM alignment in structures of similar
thickness can be seen in Table IV. The ultrathin 5-layer
structures, especially the one in up stacking, prefer a parallel
spin alignment. Here quantum confinement effects in the film

TABLE IV. Energy differences (meV) per hexagonal
√

3 × √
3

supercell of different FIM configurations (cf. Fig. 7, bottom row) with
respect to FM configurations in MnSi thin films on Si(111). Positive
values indicate a more stable FM configuration. The “bulk” values
are expectations extrapolated from the strained-bulk results of the
previous section.

Stacking 5L 9L, q = π/3 13L, q = π/6 13L, q = π/3

Up +215 −50 −45 −32
Down +20 −136 −126 −76

Bulk +139 +278 +416

are very strong. For thicker films, the situation is surprisingly
different: The FIM configurations are lower in energy than
the FM ones, independent of the stacking. Both up and
down 9-layer structures benefit most from the sign flip in
the magnetic pattern; the energy difference is smaller for the
13-layer structures. Furthermore, in the 13-layer structures, a
double flip with q = π/3 is less favorable than a single flip
with q = π/6. We assume that for even thicker films, the
energy benefit of a partially compensating magnetic order
will decrease further, finally turning into a preference of
unidirectional alignment.

It is interesting to compare these results to expected values
that can be extrapolated from the strained-bulk results of the
previous section by multiplication with the number of MnSi
formula units contained in the film structures (Table IV). For
5 layers in up stacking, the FM configuration is more stable
than expected, while it is much weaker than expected for the
down stacking. For 9 layers, the energy spacing FIM-FM is
not only negative, but also smaller in absolute value than the
expectation. This is even more pronounced for 13 layers.

We confirmed the reliability and reproducibility of our
results by performing a structural relaxation with FM spin
orientation starting from FIM q = π/6 final coordinates for
a 13-layer structure. The result agreed with our original FM
calculation, which shows that indeed the magnetic structure is
responsible for the energy differences.

In the different parallel and antiparallel magnetic con-
figurations, certain recurring spin motifs can be identified,
especially in the 13-layer structures (cf. Fig. 7). Of course, the
motifs can appear in a spatial- and spin-inverted form. The
magnetic pattern of the 13-layers down structure resembles
strongly an upside-down version of its counterpart in up
structure, regardless of interface and surface. Even the total
magnetic moments are very similar. A major difference for
both up and down stacked 13-layer films between q = π/6
and q = π/3 is the parallel and antiparallel spin orientation in
the upper layers (motif M1). Thus, the FM order in motif M1
is presumably responsible for the lower energy of the q = π/6
configuration.

Our conclusions from aforementioned observations are
twofold: First, the magnetic ordering temperature of most
of the shown thin films will be lower than in strained bulk
(thicker films). Second, for films below a certain thickness,
the total magnetic moment will deviate significantly from a
rough proportionality to the number of film layers. Note that
all magnetic configurations studied here exhibit a sizable total
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magnetic moment that can be measured in experiment, even
those with antiparallel spin configuration. These conclusions
are in line with experimental observations of Karhu et al.,
whose measurements show a critical film thickness of about
6 nm, corresponding to approximately 95 layers, below which
the ordering temperature TC and the saturation magnetization
Msat drop below their respective bulk values.3 The 5-layer
structures are beyond their experimental scope. Furthermore,
a significant departure of the normalized remanent mag-
netization from the expected behavior in helical magnets
Mr/Msat ∼ sin(ζ )/ζ can be seen, where ζ is proportional to
the film thickness n.3,4 They argued that defects could be
responsible for their observations. We see here that the reasons
are more systematic and lie within the material’s electronic
structure, which is in a surprising way sensitive to quantum
confinement and/or interface/surface effects.

Note that we are not making any claim here concerning the
spatial direction of the spins, but just about their magnitude,
relative orientation, and coupling. The magnetization will
certainly lie in-plane, fixed by magnetic and shape anisotropy,
and rotate helically around the [111] film normal. No re-
manent out-of-plane magnetization has been measured in
experiments.4

VI. CORRELATION EFFECTS IN MnSi AND FeSi:
DISCUSSION AND OUTLOOK

Although we have shown throughout the previous sections
that conventional GGA is capable of providing a qualitatively
correct description of many of the observed phenomena, we
also explored the effect of on-site electronic correlation in
FeSi and MnSi. The relative stability of low-spin and high-spin
states that we calculated with GGA could be sensitive to on-site
correlation. For example, it was argued by Anisimov et al. that
inclusion of a Hubbard-U term at the Fe atom could stabilize
a magnetic moment of around 1 μB in FeSi for a value of U >

4.6 eV.53 Moreover, inclusion of on-site correlation may lead to
a better description of excitations, either for comparison with
spectroscopic experiments or for estimating the contributions
of Stoner excitations to the magnetic susceptibility. Recent
angle-resolved photoemission experiments on FeSi required
an empirically determined self-energy shift to account for
the correct position of the bands, but the overall DFT band
structure was found to be in qualitative agreement with
experiment.47 Experiments on MnSi using x-ray absorption,
photoemission, and fluorescence led to the conclusion that
the Mn atoms are in a mixed valence state, thus pointing to
some role of electron correlation in this material.11 On the
other hand, it was also concluded that the on-site electronic
correlation in MnSi is apparently not strong enough to lead to a
localization of the magnetic moments, and hence a description
of MnSi as an itinerant magnet is appropriate. This view
of the origin of magnetism in MnSi is also corroborated by
measurements of the magnetic susceptibility: From a fit of
the paramagnetic susceptibility above the Curie temperature
(between 120 and 300 K) to a Curie-Weiss law, one would
arrive at a magnetic moment of 2.27 μB, much higher than the
magnetic moment of 0.4 μB found in saturation magnetization
at low temperature.40 Thus, the Rhodes-Wohlfarth parameter68

FIG. 8. (Color online) Total energy curves as a function of the
constrained total magnetic moment, both per f.u., from GGA + U

calculations with varying U between 0 and 5 eV in steps of 1 eV. The
energy value for zero moment has been normalized to zero for each
curve. A second local minimum (small arrows) can be stabilized
at a higher magnetic moment by inclusion of on-site electronic
correlation.

of MnSi is much larger than unity, a behavior typical for an
itinerant, weakly FM material. The large magnetic moment
derived from the Curie-Weiss fit could point to the existence
of high-spin Stoner excitations.

In order to explore these topics, we performed constrained
total magnetic moment calculations for different values of U ,
keeping for simplicity the cell size and atomic positions fixed.
We used a rotationally invariant formulation of the GGA +U

scheme.69 The results for FeSi shown in Fig. 8 reproduce
quite accurately the previous results of Anisimov et al.,53

in particular, the stabilization of a magnetic moment near
1 μB for high U values. Minor differences with respect to
Ref. 53 can be attributed to the different exchange-correlation
functional (GGA vs LDA) and a probably slightly different
cell size.

For MnSi, a second magnetic state stabilizes around 2 μB

already for U ≈ 1 eV, as seen from Fig. 8. For higher values
of U , the original minimum at 1 μB becomes unstable and
the second minimum moves to higher magnetic moments.
Thus, inclusion of on-site correlation does not lead to an
improved agreement between the measured (via the saturation
magnetization) and calculated magnetic moment in MnSi.
Rather, it is likely that the deviation is due to strong quantum-
dynamical spin fluctuations that reduce the moment obtained in
DFT, as already noted earlier.19,70 We conclude that the correct
description of the ground state of MnSi (FeSi) is in conflict
with a large value of U > 1 eV (U > 4 eV). However, the flat
energy minimum observed for MnSi at U ≈ 1 eV could be
physically relevant, as it allows for energetically low-lying
excitations of the Mn atom into a high-spin state, which
is compatible with the large increase of the paramagnetic
susceptibility near TC.

As a side track of our work, we found that optimizing
the crystal structure in the presence of U adversely affects
the calculated lattice constant. With increasing U , the lattice
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constant of MnSi increases also (4.58, 4.60, and 4.66 Å for 1,
2, and 3 eV, respectively), and the magnetic moments at the
respective equilibrium lattice constants are even higher than
those indicated in Fig. 8. Already for U = 1 eV, 2 μB is the
ground state magnetic moment, at a lattice constant that is
overestimated by a similar percentage as the Si lattice constant
is overestimated by PBE.

Consequently, no significant increase of the total magnetic
moment arises anymore if the FM calculations of Si(111)-
strained bulk MnSi are performed with U = 1 eV. The NM-FM
energy difference increases from roughly 110 meV (without
U ) to 276 meV, and the FIM-FM energy difference, 57 meV,
is also somewhat higher than the value derived without U .
This indicates a further stabilization of the high-spin FM
ground state due to the on-site correlation. For FeSi, calculated
with U = 4 eV, a higher total magnetic moment of about
1.5 μB is found in the FM phase, and the NM-FM energy
difference raises to 300 meV. However, the FIM configuration
is suddenly more stable than the FM phase, with an energy
difference of 47 meV. The total magnetic moment in this
FIM phase is 0.33 μB. (All values are given per f.u.) This
and the DOS of this configuration (not shown here) still
indicate a metallic character instead of a band gap at the
Fermi energy. In this respect, no qualitative difference is
achieved by inclusion of on-site correlation. We suggest that
the magnetic properties should be measured carefully in
future FeSi/Si(111) experiments to shed more light on this
issue.

We conclude that for the type of electronic correlations
present in FeSi and MnSi the Coulombic on-site repulsion
plays only a minor role, and a GGA +U scheme is not
superior to standard GGA, although it offers a possible
interpretation of the high magnetic moments derived from
paramagnetic susceptibility fits. For the same reason, we
would not expect improvements from the use of hybrid
functionals such as HSE. We rather think that it could
be interesting to investigate the effect of strain in TM-Si
compounds with dynamical mean-field theory. For simple
bulk FeSi, this method shows a renormalization of the bands
close to the Fermi energy, in agreement with experimental
findings.12 Also for MnSi, such an approach could possibly be
illuminating.

VII. SUMMARY

We have discussed several 3d transition metal monosili-
cides in B20 structure and the influence of epitaxial strain
on their structural, electronic, and magnetic properties based
on first-principles calculations. Starting from bulk systems,
we have shown that biaxial strain considerably modifies the
materials properties. This is especially the case for MnSi films
grown epitaxially on Si(111), where we have found a strain-
induced volume expansion and an increase of the magnetic
moments and of the Curie temperature in the limit of thick
films, which makes the material more interesting in the field
of Si-based spintronics. Additionally, this unusual behavior
indicates the insufficiency of a Heisenberg-type description
and points to the importance of itinerant exchange for the
magnetic ordering in MnSi. Moreover, the magnetic behavior
can be significantly different if the films are relatively thin (e.g.,
less than roughly 6 nm in experiment), as we have explicitly
demonstrated for MnSi/Si(111) heterostructures. Our results
agree qualitatively well with recent experimental data for
MnSi, and also the structural properties of epitaxially strained
FeSi are correctly described. Thus, the generalized gradient
approximation for electronic exchange and correlation is
capable of providing a qualitatively correct description for
these materials. According to our calculations, FeSi becomes
an almost half metallic ferromagnet due to strain. This is a sur-
prising result that calls for careful experimental studies, since
the Curie temperature will certainly be very small. Besides, an
analysis of the orbital structure in FeSi revealed that the band
gap, which can be found somewhere in the density of states
for all studied B20 transition metal monosilicides, separates
two opposing groups of bands with different predominant 3d

orbital character. Finally, we have discussed the benefits and
drawbacks of considering on-site electronic correlation in the
framework of GGA +U .
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