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Theoretical perspective of photocatalytic properties of single-layer SnS2
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We present a first-principles study of the photocatalytic properties of single-layer SnS2. First, we calculate the
formation energy and the phonon spectrum, verifying static and dynamical stability, respectively. In addition,
our calculated energy of solvation suggests that single-layer SnS2 is stable in aqueous solution. Next, by solving
the Bethe-Salpeter equation, we obtain an optical band gap of 2.75 eV, consistent with the measured optical
band gap. The resulting exciton binding energy of 0.41 eV is consistent with the Mott-Wannier model. Finally,
by aligning the band edges with the redox potentials of water, we find that a bias potential of at least 0.9 V is
required to drive the hydrogen evolution and that compressive strains can reduce this bias potential.
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Hydrogen is regarded as the fuel of the future.1 Generating
hydrogen from solar water splitting via a semiconducting
photocatalyst is a promising clean solution to overcome the
existing energy shortage problems.2 In addition to their
attractive electronic properties,3–5 single-layer materials have
recently been shown by both theoretical calculations and
experiments to function as potential photocatalysts for water
splitting. For example, theoretical studies have predicted that
single-layer transition metal dichalcogenides and group-III
monochalcogenides are potential photocatalysts for water
splitting.6–9

Experiments show evidence that several single-layer
materials are advantageous over their three-dimensional (3D)
counterparts for use as photocatalysts. One representative
example is the study by Sun et al. for single-layer SnS2 as
a photocatalyst for solar water splitting.10 The work shows
that the incident photon-to-current conversion efficiency of
single-layer SnS2 can approach 38.7%, in striking contrast to
the low efficiency of 2.33% of 3D bulk SnS2. Single-layer
SnS2 exhibits a hexagonal structure with space group P 3̄m1.
Figure 1 shows that the single-layer structure consists of three
atomic sublayers, with Sn atoms forming the center sublayer
bonded to six nearest-neighbor S atoms located in the top and
bottom sublayers.

In this work we determine the stability, band gap, and
band-edge positions of single-layer SnS2, which are of
importance for the material being a potential photocatalyst.
We show that single-layer SnS2 exhibits a low formation
energy, dynamically stable phonon modes, and a high energy of
solvation. Furthermore, we determine the optical band gap of
single-layer SnS2 as 2.75 eV, right within the range of visible
light. Moreover, we show that the lowest-energy exciton in
single-layer SnS2 is accurately described by the Mott-Wannier
model.11 Finally, we show that an external bias potential of at
least 0.9 V is required to drive the hydrogen evolution and that
compressive strains can reduce this bias potential.

We perform density functional theory (DFT) calculations
using the projector-augmented wave method as implemented
in the plane-wave code VASP.12–14 For the structural relax-
ations we employ both the Perdew-Burke-Ernzerhof (PBE)
generalized gradient approximation and the Heyd-Scuseria-
Ernzerhof (HSE06) hybrid functional.15,16 For the phonon
calculations, we use a cutoff energy of 600 eV to ensure

the convergence, particularly of the low-energy phonon
modes. For all other calculations, a cutoff energy of 400 eV
ensures an energy accuracy of 1 meV/atom. The k-point
sampling uses the Monkhorst-Pack scheme17 and employs
for the single-layer materials a 48 × 48 × 1 mesh for the
PBE functional and an 18 × 18 × 1 mesh for the more
expensive HSE06, G0W0, and Bethe-Salpeter calculations.
For the single-layer SnS2 calculations, a vacuum spacing of
18 Å ensures that the interactions between the layers are
negligible.

The electron-hole interaction plays an important role in the
optical response of a material.18 We calculate the optical spec-
tra of single-layer SnS2, including the excitonic interaction,
by solving the Bethe-Salpeter equation (BSE) implemented
in the VASP code.19,20 The BSE spectrum calculations start with
the G0W0 quasiparticle energies and the PBE wave functions.
The G0W0 calculations use 192 bands and 128 frequency
points. The 12 highest valence and 16 lowest conduction bands
are included in the calculation of the excitonic states.

To determine the stability of single-layer SnS2 in aqueous
solution we use GAUSSIAN09 (Refs. 21 and 22) to calculate the
hydration energy using the PBE functional. We employ the
aug-cc-pVQZ basis sets, and for the heavy atom Sn we use
effective core potentials.23,24 The energy of the solvated ions
is calculated using several explicit water molecules and the
density-based solvation model (SMD) for the solute-solvent
interactions.22 We find that three water molecules are required
to converge the hydration energy to 4 kJ/mol.

To be a useful material, single-layer SnS2 needs to be
stable, particularly in an aqueous environment. We determine
the stability of single-layer SnS2 by calculating its formation
energy relative to the 3D bulk phase, its dynamic stability, and
its solvation energy in water.

We first determine the structural parameters of single-
layer SnS2. Table I shows that bulk- and single-layer SnS2

exhibit similar structural parameters and elastic moduli. The
generalized gradient approximation slightly overestimates the
in-plane lattice parameter of bulk SnS2 compared to the ex-
perimental value of 3.65 Å.25 The HSE06 lattice parameter
of single-layer SnS2 is smaller than the PBE counterpart,
since HSE06 includes 25% of exact exchange, reducing the
self-interaction error in the PBE functional and improving
the agreement with experimental lattice parameters.26 The
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FIG. 1. (Color online) Crystal structure of single-layer SnS2.
Each sulfur atom (red ball) has three neighboring tin atoms, while
each tin atom (blue ball) has six neighboring sulfur atoms.

elastic modulus of single-layer SnS2 is significantly smaller
than that of MoS2, which exhibits an experimental mean value
of 180 N/m.27

To test the stability of single-layer SnS2 relative to the
energy of bulk SnS2, we calculate its formation energy Ef

as Ef = E2D − E3D. To accurately account for dispersion
interactions, we use the vdw-optB88 van der Waals functional
for the calculation of the formation energy. This functional
accurately describes lattice constants and cohesive energies.28

Without van der Waals interactions the single-layer SnS2

incorrectly becomes the ground state. The resulting formation
energy of single-layer SnS2 is only 80 meV/atom higher than
that of the bulk phase. This low formation energy is comparable
to that of single-layer transition metal dichalcogenides such as
MoS2 and other group-III monochalcogenides such as GaS
and GaSe, all of which have been successfully synthesized by
micromechanical exfoliation.8,9,29

To determine the dynamical stability of single-layer SnS2,
we obtain its phonon spectrum from the force constants
calculated with density functional perturbation theory30,31 and
the PBE functional. Figure 2 shows the phonon spectrum of
single-layer SnS2. No imaginary frequencies are observed,
confirming the dynamical stability of single-layer SnS2. The
irreducible representation of the phonon modes at the center of
the Brillouin zone is given by � = A1g + 2A2u + Eg + 2Eu.32

Two of these six modes, the A1g and Eg modes denoted in
Fig. 2, are Raman active.31 Our calculated phonon frequencies
for the A1g and Eg modes are 311 and 181 cm−1, respectively.
This is in excellent agreement with the experimental values of
310 and 200 cm−1, respectively,10 indicating the accuracy of
DFT for single-layer SnS2.

We then assess the stability of single-layer SnS2 in water
by calculating the solvation energy when crystalline SnS2

TABLE I. Structural parameters and elastic modulus of single-
layer and bulk SnS2. The parameters include the lattice parameter a0,
the Sn-S bond length bSn-S, S-S bond length bS-S in units of Å, and the
Sn-S-Sn bond angle θSn-S-Sn in units of degrees. The elastic modulus
C is in units of N/m.

System Functional a0 bSn-S bS-S θSn-S-Sn C

Single layer PBE 3.70 2.60 3.65 90.75 87
vdw-optB88 3.69 2.60 3.66 90.58 90
HSE06 3.64 2.56 3.59 90.80 102

Bulk vdw-optB88 3.71 2.60 3.66 90.82 89
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FIG. 2. (Color online) Phonon spectrum of single-layer SnS2. The
Raman-active modes at � are denoted as A1g and Eg , respectively.

is decomposed into Sn and S ions in aqueous solution. We
first obtain the cohesive energy from the PBE functional
as implemented in VASP and then calculate the hydration
energy using the GAUSSIAN09 package.21 The solvation energy
is given by the sum of these two energies.8,9 This method
has been successfully applied to determine the stability
of other single-layer materials such as MoS2 and group-
III monochalcogenides.8,9 The resulting solvation energy of
single-layer SnS2 is 620 kJ/mol, significantly larger than that
of other poorly soluble compounds such as CuS, exhibiting
solvation energies ranging from 300 to 400 kJ/mol.33 Taking
into account ion association where a solvated cation-anion pair
is formed, we obtain an almost identical solvation energy of
619 kJ/mol. The high solvation energy implies the stability of
single-layer SnS2 in aqueous solution.

Figure 3 shows the band structures of single-layer SnS2

obtained from the PBE and HSE06 functionals and the G0W0

method. SnS2 displays an indirect band gap with the valence
band maximum (VBM) located between the � and M points,
while the conduction band minimum (CBM) occurs at the M

point. Table II compares the direct and indirect fundamental
band gaps of single-layer SnS2 from these three different
approaches with the experimental optical band gaps.34 The
PBE functional as usual underestimates the band gaps35 and
predicts gaps 1 eV smaller than the HSE06 functional and
the G0W0 approximation. The HSE06 and G0W0 methods
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FIG. 3. (Color online) Band structure of single-layer SnS2 cal-
culated with the PBE (red dashed line) and HSE06 (blue solid line)
functionals and the G0W0 method (black dots).
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TABLE II. Fundamental indirect and direct band gaps (in eV)
of single-layer SnS2 obtained from three different approaches.
Experimental optical band gaps are shown for comparison.34

Gap EPBE
g EHSE06

g EG0W0
g Experiment

Indirect (�-M) 1.57 2.52 2.88 2.23
Direct (M-M) 1.81 2.81 3.16 2.55

predict similar band gaps, with the G0W0 band gaps being
about 0.35 eV larger. However, all three methods show that
the difference between the indirect and direct band gaps is
small, with a value of 0.3 eV, consistent with the difference of
the experimental optical band gaps.34 Furthermore, the band
gaps of single-layer SnS2 are well positioned within the range
of 1.7–3.0 eV that is required for efficient photocatalytic water
splitting.36,37

To understand the bonding characteristics of single-layer
SnS2, we analyze the total and projected density of states
(TDOS and PDOS) within the energy window of −4 to 4 eV
with reference to the VBM. Figure 4 shows that the TDOS at
the valence band edge is as large as 2.8 states/(eV unit cell).
Such a large DOS is suggested as a main contributing
factor to the prominent visible-light conversion efficiency of
single-layer SnS2.10 The corresponding PDOS of SnS2 in
Fig. 4 illustrates that the valence band of SnS2 from −2 to
0 eV is dominated by the S 3p states, whereas in the lower
energy window between −4 and −2 eV, it mainly consists of
hybridized states of S 3p and Sn 5p orbitals.

Figure 5 shows the imaginary part of the permittivity ε2

calculated from the Bethe-Salpeter equation and random-
phase approximation (RPA), respectively. Similar to single-
layer MoS2, the BSE optical absorption spectrum is dominated
by resonant excitonic states.38,39 Three absorption peaks are
observed in the low-energy region below 3.2 eV of the BSE
spectrum. In contrast, no peaks are observed in the RPA spec-
trum of the same energy window, indicating the importance of
considering excitonic effects. The first peak, located at an en-
ergy of 2.75 eV, corresponds to the direct optical band gap at the
M point. This energy agrees well with the experimental direct
optical band gap of 2.55 eV measured by UV-visible transmis-
sion spectroscopy.34 The second peak appears at 2.92 eV due
to another exciton, and the third peak corresponds to the direct
quasiparticle band gap of 3.16 eV obtained with the G0W0
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FIG. 4. (Color online) Total and projected density of states of
single-layer SnS2.
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FIG. 5. (Color online) Imaginary part of the permittivity calcu-
lated with the BSE and RPA scheme. The inset shows a closeup
of the first three BSE peaks. To compensate for the band-gap
underestimation using the PBE functional in the RPA calculation,
we shift the spectra by 1.0 eV, which is the difference between the
HSE06 and PBE band gaps.

method. The energy difference between the first and third peak
gives an exciton binding energy of 0.41 eV, close to the value
of 0.4 eV for bulk SnS2,40 and also comparable to the exciton
binding energy of single-layer MoS2 and WS2 of 0.6 eV.39

The Mott-Wannier model has recently been applied to
estimate the exciton binding energy of single-layer MoS2.11,41

It is worthwhile testing whether this model is applicable
to the excitons in single-layer SnS2 as well. In this model
excitons form hydrogen-like states. In two dimensions, the
first excitonic binding energy is

E0 = 4
mr

m0

R∞
ε2

2D

, (1)

where mr is the reduced effective electron mass, m0 the rest
mass of the electron, ε2D the effective permittivity, and R∞ the
Rydberg constant.41

For 2D systems, subtleties arise since the calculated
permittivity tensor depends on the size of the simulation
cell, i.e., the thickness of the vacuum layer. To determine the
permittivity of single-layer SnS2, εSnS2 , we treat each cell as
a composite of one layer of SnS2 and one layer of vacuum
with εvac = 1. We approximate the thickness of single-layer
SnS2 as 5.89 Å, which is the interlayer distance in bulk SnS2

calculated with the vdw-optB88 van der Waals functional.
Using the linear law,42 εcalc = f · εSnS2 + (1 − f ) · εvac, where
f is the volume fraction of the SnS2 layer in a simulation
cell, we fit the permittivity of single-layer SnS2 from the
calculated permittivity εcalc for cells of dimension 10, 18,
and 25 Å. This results in the relative permittivity parallel to
the sheet of ε‖ = 8.17, perpendicular to it of ε⊥ = 2.41, and
the effective permittivity of ε2D = √

ε‖ · ε⊥. We obtain the
reduced effective electron mass from 1/mr = 1/me + 1/mh,
where me = 0.25 m0 and mh = 0.37 m0 are the electron and
hole effective masses, respectively, at the M point obtained
from the HSE06 band structure. The exciton binding energy
predicted from the Mott-Wannier model is 0.41 eV, identical
to the binding energy calculated by solving the Bethe-Salpeter
equation. While such perfect agreement is probably somewhat
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FIG. 6. (Color online) Energy diagram of single-layer SnS2 with
respect to normal hydrogen electrode levels in electrolyte of pH =
6.6. The CBM and VBM energy levels are obtained from the HSE06
band-gap center in combination with the band gaps from three
different approaches, including the PBE functional (1.57 eV), the
HSE06 functional (2.52 eV), and the G0W0 method (2.88 eV).

fortuitous, it nevertheless indicates that the exciton in single-
layer SnS2 is a Mott-Wannier–type exciton.

To determine under what conditions single-layer SnS2 is
able to photocatalytically split water, we calculate the band-
edge positions ECBM and EVBM relative to the vacuum level and
compare them with the reduction and oxidation potentials of
water. We follow the method by Toroker et al.43 and determine
the CBM and VBM levels from the band-gap center energy
EBGC relative to the vacuum level and the value of the band
gap Eg:

ECBM/VBM = EBGC ± 1
2Eg. (2)

This method takes advantage of the observation that the band-
gap center energy is relatively insensitive to the exchange-
correlation functional used.9,43 The approach also allows for
the combination of different methods for the band-gap center
energy and the band gap. The energy difference between the
band-gap center and the vacuum level is obtained as the
average electrostatic potential halfway in between the SnS2

layers. For the HSE06 functional we obtain EBGC = −6.16 eV
relative to the vacuum level, and for the PBE functional
EBGC = −6.04 eV. Similar to our previous study on group-III
monochalcogenides,9 we observe that the band-gap center
energy depends only weakly on the functional.

In a number of studies of various materials, including
single-layer MoS2 and bulk Ag3PO4, the band-gap center
energy is determined from the Mulliken electronegativity
χ .6,44,45 We test this phenomenological model for single-layer
SnS2 and calculate the Mulliken electronegativity χ of single-
layer SnS2 as the geometric mean χ = (χm

Snχ
n
S )1/(m+n) of the

electronegativities of Sn and S atoms, χSn and χS, respectively,
with m = 1 and n = 2 for SnS2.46 The Mulliken electroneg-
ativity of an atom is given by the average of the electron
affinity and first ionization potential. Using experimental data
for the electron affinity and ionization potential,33 we obtain
a χ for SnS2 of −5.47 eV. This empirical value significantly
overestimates the band-gap center energy, indicating that the
empirical model does not accurately predict the band-edge
positions of single-layer SnS2.

Figure 6 shows the band-edge positions of the CBM and
the VBM obtained from Eq. (2) using the HSE06 band-gap
center energy with the PBE and HSE06 fundamental gaps and
the G0W0 quasiparticle gap. To determine the bias potential

at which SnS2 is able to photocatalytically split water, we
compare the calculated band-edge positions with the reduction
and oxidation potentials of water. These potentials depend on
the pH value, i.e., the standard reduction potential for H+/H2 is
Ered

H+/H2
= −4.44 eV + pH × 0.059 eV.47 In the experimental

study of Ref. 10, the use of 0.5 M Na2SO4 electrolyte resulted
in a pH value of 6.6. Using this value we obtain for the
reduction potential Ered

H+/H2
= −4.05 eV and for the oxidation

potential Eox
O2/H2O = −5.28 eV.

The comparison of the water reduction and oxidation
potentials with the band-edge positions of single-layer SnS2

in Fig. 6 shows that although the VBM is energetically
favorable for oxygen evolution, the CBM is insufficient to
drive the hydrogen evolution. Therefore an external bias
potential is needed for photocatalytic water splitting. Such
bias potentials decrease the efficiency for water splitting.2

We find that a minimum bias potential of 0.9 V is required
to shift the HSE06 CBM above the reduction potential of
H+/H2. An additional overpotential of the order of a few tenths
of electronvolts is required to overcome various activation
barriers, with the overpotential for the hydrogen evolution
reaction being typically smaller than the one for the oxygen
evolution reaction.48 Comparing the calculated minimum bias
potential of 0.9 eV with the reported experimental bias
potential of 1.0 eV (Ref. 10) indicates a small overpotential
for the hydrogen evolution for single-layer SnS2, on the order
of a tenth of an electronvolt.

Strain engineering can be used to reduce the bias potential.
Using the HSE06 functional, we predict that compressive
strains are favorable. A 4% biaxial compressive strain de-
creases the band gap to 2.38 eV and increases the CBM and
VBM band edges to −4.65 and −7.03 eV, respectively. This
reduces the required bias potential for hydrogen evolution from
0.9 to 0.6 V and improves the efficiency for photocatalytic
water splitting.

In summary, we have investigated several important aspects
of using single-layer SnS2 as a photocatalyst for water splitting.
We show that single-layer SnS2 has a low formation energy
relative to bulk SnS2, is dynamically stable, and stable in
aqueous solution. By solving the Bethe-Salpeter equation, we
obtain an optical band gap of 2.75 eV and an exciton binding
energy of 0.41 eV. The optical band gap lies within the range
of visible light, implying that a significant fraction of solar
light can be harvested by single-layer SnS2. Finally, we show
that a bias potential of at least 0.9 V is needed for the water
splitting to proceed and that compressive strains can reduce the
required bias potential. Overall, our simulation results support
the experimental finding that single-layer SnS2 is a promising
photocatalyst for water splitting.10
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ter for Nanotechnology Innovation at Rensselaer Polytechnic
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