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Polarization discontinuity induced two-dimensional electron gas at ZnO/Zn(Mg)O interfaces:
A first-principles study
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The discovery of a high-mobility two-dimensional electron gas (2DEG) in wurtzite ZnO/Zn(Mg)O
heterostructures is promising for applications due to the high mobility of the carriers. In this paper, we study the
formation and properties of the 2DEG at ZnO/Zn(Mg)O interfaces using first-principles calculations based on
hybrid density functional theory. The 2DEG arises from the polarization discontinuity at the interface between
the two materials. The uncompensated bound charge at the interface gives rise to an electric field in the bulk of
ZnO which confines free carriers close to the interface. We find that the type of the confined carriers is determined
by the interface termination, while the amount of charge and the confinement width could be controlled by the
Mg doping and the device dimensions.
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I. INTRODUCTION

The ability to grow atomically abrupt oxide interfaces has
enabled the new field of oxide electronics.1–5 A fundamental
development resulting from this ability is the discovery of a
two-dimensional electron gas (2DEG) at oxide interfaces.6–19

In the original system, consisting of the nonmagnetic insulators
LaMO3 (M = Al,Ti) and SrTiO3, and in similar systems, the
polar interface causes a diverging electric potential which leads
to electron reconstruction at the interface.9 This mechanism,
however, leaves little freedom to tune the carrier concentra-
tion or the confinement width. Moreover, carrier mobilities
at the LaMO3/SrTiO3 interfaces are low due to the high
effective mass of the localized d bands. High-electron mobility
transistor (HEMT) applications require a high degree of
control of the carrier concentration and mobilities comparable
to the semiconductor analogs. Spin-polarized 2DEGs have
also been proposed for systems such as LaMnO3/SrMnO3,20

GaTiO3/SrTiO3,21 LaAlO3/EuO,22 or LaAlO3/FeS2.23

Recently, a different type of system supporting a 2DEG,
wurtzite ZnO/Zn(Mg)O heterostructures, has been investi-
gated experimentally.24–32 These heterostructures are usually
grown using molecular beam epitaxy;24,25 however, a 2DEG
was also demonstrated in samples grown with metal-organic
vapor deposition which is suitable for mass production.30,31

The presence of the 2DEG is normally confirmed by Hall effect
and capacitance measurements.24,27,28 The observation of the
quantum Hall effect25 and the fractional quantum Hall effect29

in these heterostructures testifies to the high quality of these
interfaces. Charge concentrations on the order of 1013 cm−2

and extremely high mobilities exceeding 105 cm2V−1s−1 at
low temperature have been demonstrated.26,28,29 Recently, a
spin-polarized 2DEG at ZnO/Zn(Mg)O interfaces has been
reported.31,32 The ferromagnetism was presumed to be carrier
mediated and originating from the formation of Zn vacancies.

The ZnO/Zn(Mg)O system is not only interesting from a
fundamental point of view, but also it could be suitable for
electronic and spintronics applications. ZnO is a versatile
semiconducting oxide with remarkable properties which al-
ready finds applications in electronics and optoelectronics. It

has a wide band gap of 3.4 eV, which can be tuned by doping
with Mg or Cd,33 making it a transparent material active in
the ultraviolet (UV) region of the spectrum with applications
in optoelectronics. Carriers have high mobility because they
reside in the Zn-s band (Zn 3d10), making it suitable for HEMT
applications.26 In addition, ZnO was predicted to be a room
temperature dilute magnetic semiconductor (DMS).34 These
considerations indicate that the ZnO/Zn(Mg)O system could
potentially support a high-mobility spin-polarized 2DEG at
room temperature.

First-principles calculations of the 2DEG at ZnO/Zn(Mg)O
interfaces are lacking due to the deficiency of density
functional theory (DFT) in predicting the band gap of
semiconductors. These interfaces are quite different from
the polar interfaces, such as LaAlO3/SrTiO3, which have
been exhaustively studied. The consensus for the formation
of the 2DEG is derived by analogy with modulation-doped
III-V semiconductors (e.g. GaAs/AlAs, GaN/AlN). Like these
materials, ZnO possesses spontaneous polarization in the bulk.
The spontaneous polarization on both sides of the interface is
different due to the different atomic structures of ZnO and
Zn(Mg)O.35 The polarization discontinuity results in a bound
interface charge, which gives rise to an electric field inside
the whole structure. The resulting electric field then confines
free carriers close to the interface producing the 2DEG. This
mechanism is akin to the proposed 2DEG confinement at polar
interfaces created by ferroelectrics.36,37

In this paper, we use first-principles calculations based on
hybrid Hartree-Fock (HF) and DFT calculations to elucidate
the origin and properties of 2DEG at the interfaces of
wurtzite ZnO/Zn(Mg)O heterostructures. We calculate the
charge distribution, band profile, and band alignment in
the heterostructure to test that the interface charge and the
electric fields in the slabs are consistent with the polarization
discontinuity hypothesis. We then simulate charge doping by
introducing additional n- and p-type carriers in the structure.
We investigate the formation and the properties of both
two-dimensional electron and hole gas (2DEG and 2DHG)
at the ZnO/Zn(Mg)O interfaces.
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II. METHODS AND STRUCTURE

To study the electronic structure of ZnO/Zn(Mg)O het-
erostructures, we use first-principles calculations based on a
hybrid HF-DFT functional in a plane-wave pseudopotential
approach as implemented in the Vienna Ab initio Simulation
Package (VASP).38 It is well-established that semilocal DFT
functionals, such as the local density approximation (LDA) or
the generalized gradient approximation (GGA), underestimate
the band gap of ZnO (e.g. EGGA

g = 0.7 eV, E
Exp
g = 3.4 eV),39

resulting in incorrect band alignment in the ZnO/Zn(Mg)O
heterostructures. To compensate for this deficiency, we use
the Heyd-Scuseria-Ernzerhof (HSE) hybrid functional with
a screening parameter of 0.2 Å

−1
and a nonlocal Fock-

exchange parameter of 0.375, which was previously shown
to correctly reproduce the electronic properties of ZnO
(EHSE

g = 3.44 eV).39–41 For the DFT part of the calculation, we
use the Perdew-Burke-Ernzerhof (PBE) exchange correlation
functional.42 Atomic structure optimization is performed
within DFT until the Hellmann-Feynman forces on each atom
became less than 1.0 meV/Å. Using the DFT calculations
as a starting point, hybrid HSE calculations of the charge
distribution were performed with 6 × 6 × 1 Monkhorst-Pack
k-point grid and an energy cutoff of 500 eV for the plane wave
expansion. The ion-clamped static dielectric constant is calcu-
lated in VASP as the response of the system to a small electric
field ε∞

ij = δij + ∂Pi/∂Ej , where the field is 0.01 eV/Å.
In terms of atomic structure, the binary oxides ZnO

and MgO, although chemically very similar, have different
structural ground states: ZnO favors a wurtzite (B4) crystal
structure, while MgO prefers a rocksalt (B1) crystal structure
(although the B4 structure is close in energy).33 As a result,
the ternary alloy Zn1−xMgxO exhibits a sensitive structure-
composition dependence, adopting the wurtzite (B4) form
only for low Mg concentrations (x < 0.33).43–45 Nevertheless,
metastable structures of wurtzite Zn(Mg)O with very high
Mg concentration can be achieved by epitaxial growth on
high-quality ZnO crystals. This way, samples with Mg con-
centrations as high as 60% or more have been demonstrated.28

Electronically, the Mg concentration serves to tune the
Zn(Mg)O band gap gradually between that of wurtzite ZnO
and MgO.33,43–45 The band gap of Zn1−xMgxO for a given x

can be estimated from the Vegard’s law E
Zn(Mg)O
g = (1 − x)

EZnO
g + xE

MgO
g − bx(x − 1), where the bowing coefficient b

describes deviations from linearity.33 Experimentally, at low
concentrations, the band gap increases fairly linearly with
Mg concentration.43–45 For higher concentrations, the bowing
for the zincblende Zn(Mg)O mixture has been estimated
from first-principles calculations to be moderately large,
i.e. the band gap increases faster than linear with the Mg
concentration.33 Because the computational treatment of the
Zn(Mg)O mixture is very challenging, we can make the calcu-
lation feasible by taking the limiting case of high-Mg concen-
tration (x = 1). This simplification has the effect of somewhat
exaggerating the band offset and the polarization discontinuity;
however, the essential physics of the problem is preserved.

The optimized lattice parameters of the wurtzite ZnO
crystal structure are a = 3.290 Å, c/a = 1.614, u = 0.379.

FIG. 1. (Color online) Plane-averaged total charge density ρ̄(z)
(red line) and electrostatic potential profile V̄ (z) along the [0001]
direction in the (ZnO)7/(MgO)7 heterostructure. The charge density
contains both the electronic and ionic charge. The zero-field polar-
ization and electric field directions are indicated by arrows.

We constrain the in-plane lattice constant of the ZnO/MgO
heterostructures to the lattice constant of ZnO in order to
simulate epitaxial growth on a ZnO substrate. The theoreti-
cal lattice constant overestimates the experimental value of
a = 3.25 Å; however, using the theoretical values prevents
any unphysical strain. At this value of the in-plane lattice
constant, the optimized wurtzite MgO structure parameters are
c/a = 1.564, u = 0.389. The wurtzite (ZnO)7/(MgO)7[0001]
heterostructure used in the calculations is shown in Fig. 1. The
ZnO wurtzite structure supports two different interfaces, Zn
terminated in the positive [0001] direction and O terminated
in the negative [0001̄] direction. Due to the periodic boundary
conditions, both occur in the heterostructure. Experimentally,
either one or the other can be selected by appropriate choice
of the substrate.

Due to the lack of inversion symmetry, bulk ZnO exhibits
spontaneous polarization in the [0001] direction (nonzero
macroscopic polarization in the absence of electric fields or
strain). Strain induces additional piezoelectric polarization.46

The sum of the spontaneous and piezoelectric polarization is
known as the zero-field polarization P 0 = P S + P PE . This
polarization can be calculated from first-principles using the
Berry phase method.47 Due to its different atomic structure,
Zn(Mg)O has a different value of P 0, which changes gradually
with the Mg concentration and the strain.35 In addition,
in ZnO/Zn(Mg)O [0001] heterostructures, there exists a
discontinuity in the perpendicular component of the zero-field
polarizations. Due to this discontinuity uncompensated bound
charge appears at the interfaces (σ0 = P 0

ZnO − P 0
ZnMgO). This

bound charge produces a depolarizing electric field which
tends to soften the polarization discontinuity. Since the depo-
larizing field depends on the sample geometry and boundary
conditions, the total interface charge and, respectively, the
electric field inside the slab cannot be determined from the
zero-field polarization alone.
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III. RESULTS AND DISCUSSION

A. Macroscopic total charge density and potential profiles

We perform first-principles calculations of the electronic
structure of the wurtzite ZnO/MgO [0001] heterostructure.
We first converge the charge density and wave functions in
a DFT calculation, which are used as the starting point for
the HSE calculation. Then the total electrostatic potential,
including the electronic and ionic contributions, is calculated
within HSE. The xy-averaged macroscopic charge density is
obtained from the averaged potential as ρ̄(z) = − ε0∂

2V̄ (z)
∂z2 . It

contains the contributions from valence and core electrons as
well as ions. In Fig. 1, the xy-averaged macroscopic charge
density ρ̄(z) and potential profile V̄ (z) are shown along the
[0001] direction. It can be seen from the figure that the total
charge density is nonzero only near the interfaces where
dipoles are present. The charge density dipoles correspond
to the electronic response to the formation of the interface.48

What is particular to the ZnO/MgO interface is that the dipole is
not symmetric, indicating the accumulation of net charge at the
interface. Integration of the charge density around the [0001]
interface gives a net surface charge of −1.264 × 1013 e/cm2

and exactly the same amount of positive charge at the [0001̄]
interface. Correspondingly, we find that the potential exhibits
large jumps close to the interfaces due to the interface dipoles,
but it is linear inside the bulk of the ZnO and MgO. This
indicates a lack of charge and a constant electric field in the
bulk of the slabs. We estimate the electric fields in both slabs
from the slope of the potential to be EZnO = −1.13 × 109 V/m
and EMgO = −1.15 × 109 V/m, respectively.

Next, we check if the obtained electrostatic potential
profile in the heterostructure is consistent with polarization
discontinuity. In experiment, the interface is formed between
two thick slabs of ZnO and Zn(Mg)O in contact with the
environment (substrate, capping layer, or free surface). Thus,
boundary conditions will have a significant effect on the
electrostatic profile in the heterostructure. We model it by
a heterojunction made of materials 1 and 2 with lengths l1 and
l2(L = l1 + l2), and dielectric constants ε1 and ε2, respectively.
Free charges from the environment will accumulate at the
outside surfaces. The accumulated charge would be sufficient
to make the electric field outside the sample vanish. Under
this condition, we find that the net effect of the boundary
conditions can be summarized by a potential �V across
the heterojunction or equivalently a net electric field Enet =
�V /L (for derivation details, see the Appendix). In terms of
Enet, the polarization screened surface charge density σ ′ and
the electric fields inside materials 1 and 2 can be expressed as

σ ′ = −�P 0

ε̄′ + �ε

ε̄′
�V

L
,

E1 = −�P 0

ε̄

(
l2

L

)
+ ε2

ε̄

�V

L
; (1)

E2 = �P 0

ε̄

(
l1

L

)
+ ε1

ε̄

�V

L
,

where �ε = ε1 − ε2 is the dielectric constant discontinuity,
�P 0 = P 0

1 − P 0
2 is the zero-field polarization discontinuity,

ε̄ = (l2/L)ε1 + (l1/L)ε2, and ε̄′ = ε̄
ε0

.

TABLE I. Zero-field polarization and electronic dielectric con-
stant of bulk wurtzite ZnO and MgO, with the surface charge and
electric fields predicted from the polarization discontinuity model.
The values obtained in the direct heterostructure calculation are given
in brackets.

P0 (C/m2) ε/ε0 σ (×1013cm−2) E (×109V/m)

ZnO −0.030 3.434 1.268 (1.264) −1.12 ( −1.13)
MgO −0.089 2.652 −1.268 ( −1.264) 1.17 (1.15)

In our calculation, the use of the short-circuit boundary
condition that net electric field in the heterostructure vanishes,
Enet = 0. In the first principles calculation, this condition is
enforced by the periodic boundary conditions. Under this
condition, the bound charge and the electric fields in the slabs
are given by

σ ′ = −�P 0

ε̄′ ; E1 = −�P 0

ε̄

(
l2

L

)
; E2 = �P 0

ε̄

(
l1

L

)
,

(2)

which means that the polarization discontinuity largely deter-
mines the bound charge at the interface. While the electric
fields in the slabs depend on the bound charge and the
relative slab thicknesses. More general boundary conditions,
in principle, can be also modeled by the application of electric
field. A net electric field would skew the potential profile but
would not change the key feature, namely the presence of a
confining potential at the interface, and therefore the physics
of the 2DEG formation (for a discussion see the Appendix).

Now we set out to calculate the theoretically predicted
bound charge and electric fields. First, Berry phase calculations
of the polarization in bulk wurtzite ZnO and MgO are
performed with in HSE resulting in P 0

ZnO = − 0.030 C/m2

and P 0
Zn(Mg)O = − 0.089 C/m2 (Table I). Both materials have

the ZnO theoretical lattice constant in the plane, which means
that the polarization values reflect the spontaneous polarization
of ZnO and the spontaneous plus piezoelectric polarization of
MgO. In the case of Zn1−xMgxO the spontaneous polarization
is a function of the Mg content.35 Thus, experimentally,
the polarization discontinuity would be less than in our
calculations performed with x = 1. Furthermore, we calculate
the dielectric constant in both materials (Table I). In practice,
the polarization charge is screened by both electrons and
ions.49 In order to simplify the calculations, however, we
take the ions to be clamped, which corresponds to using the
ion-clamped instead of the full static dielectric constant.

We use the calculated values of the zero-field polarization
and the dielectric constant to calculate the induced charge at the
interfaces σ and the electric field E in both slabs using Eq. (2).
The theoretical values are given in Table I together with the
values from the heterostructure calculations obtained earlier
(in brackets). We find an excellent agreement between the
model values and the values obtained by direct computation,
which indicates that the accumulated charge at the interface
and the electric fields are consistent with the polarization
discontinuity hypothesis.
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FIG. 2. (Color online) Valence band maximum (blue) and con-
duction band minimum (red) profile along the [0001] direction in
the (ZnO)7/(MgO)7 heterostructure. Blue and red circles indicate
the positions of the VBM and CBM, respectively. Empty circles
indicate the band edges derived from the interface O. The lines are
an interpolation.

B. Valence band maximum (VBM) and conduction band
minimum (CBM) profiles

The confinement mechanism of the 2DEG can be under-
stood by the band profile in the ZnO/MgO heterostructure. The
band profile is a result of the interplay between the electric
field in the slabs, the potential jumps at the interfaces, and
the bulk band gaps of the two materials. For that purpose,
we trace the corelike O-2s localized a distance �εV BM =
18.13 eV below the VBM in bulk ZnO. Since they do not
participate in bonding, their shifts are caused entirely by the
local electrostatic potential.17 In terms of the O-2s band center
εl on each layer l, the VBM and CBM are given

VBMl = εl + �εVBM; CBMl = VBMl + Eg, (3)

where Eg is the band gap of ZnO (MgO). The valence band of
ZnO is composed of filled O-2p and Zn-3d bands, while the
conduction band has predominantly Zn-4s character. Within
HSE, the ZnO band gap is calculated to be EZnO

g = 3.44 eV.
Similarly, the valence band of the MgO consists of O-2p

orbitals, and the conduction band consists of Mg-3s orbitals.
The HSE band gap of wurtzite MgO is E

MgO
g = 6.0 eV.

Although there is no experimental data for the band gap of
wurtzite MgO, HSE predicts the band gap of rocksalt MgO
to be E

MgO
g = 7.37 eV, which is in good agreement with

experiment (EMgO,Exp
g = 7.67 eV).33 Doping of ZnO with Mg

smoothly interpolates the band gap of the alloy between these
values.

The resulting ZnO/MgO band profile and band offsets
are shown in Fig. 2. The CBM and VBM profiles portray
a straddling gap (type I) heterostructure. The valence band
offset is small (�Ev = 0.48 eV) due to the common anion. The
conduction band offset is relatively large (�Ec = 2.08 eV) and
can be controlled through the amount of Mg doping. We find

that the band profiles are linear and consistent with the electric
field in the two slabs, except very close to the interface where
the interface dipole is felt. The combination of electric field
and band offsets create a wedge-shaped potential well which
can confine free electrons at the [0001] interface and holes in
the [0001̄] interface.

We note that, in our calculation, there are no free charges
and therefore no band bending. Given the constant electric
field, increasing the size of the slab would increase the potential
until band overlap occurs, i.e. the VBM is above the CBM,
and the heterostructure no longer has a gap. This condition
sets practical limits to the size of the supercell we can use.
In the experimental setup, due to the electric field in the
slabs, the free charges will be transferred from the surfaces
to the interface until the electric field far from the interface is
completely screened. This will produce band bending close to
the interface. To simulate this process, we need to add extra
carriers to the structure.

C. 2DEG and 2DHG charge density profile

In order to investigate how the charge is localized close
to the interfaces, we add n- or p-type carriers to the
(ZnO)7/(ZnMgO)7 heterostructure. To keep the system charge
neutral, the extra valence charge is compensated by a uniform
background charge of the opposite sign. In order to simulate
n-type/p-type carriers, we add/remove a total charge 0.001e

per supercell corresponding to a surface charge density of
1 × 1012 e/cm2, which is in the lower end of experimental
concentrations.25,27 The resulting charge distribution of the
free carriers is obtained by summing the partial charge density
of all occupied conduction band states (n-type) or all empty
valence band states (p-type),

∑
n,k |φnk|2, where the sum is

over the corresponding bands and k-points in the Brillouin
zone.

The resulting carrier distributions are shown in Figs. 3(a)
and 3(b) for n- and p-type doping, respectively. We see
that electrons are confined by the triangular potential at the
[0001] interface. Most of the charge is on the ZnO side (with
some spilling in the MgO), and the whole charge is confined
within 2 nm from the interface. The effective mass of the
electrons in the 2DEG is m∗

e = 0.20me, as calculated from
a quadratic interpolation of the ZnO conduction band in the
plane parallel to the interface. This value is in good agreement
with experiment25,50 and is about two orders of magnitude
smaller than that in the LaAlO3/SrTiO3 case.17

In the case of hole doping, the carriers are confined at the
[0001̄] interface. The confinement width is even smaller, of
the order of 1 nm, which is consistent with the more localized
nature of the O-p states. The effective hole mass is calculated
to be m∗

h = 1.85me. Experimentally, only a 2DEG has been
observed, possibly because the native point defects in ZnO
lead to unintentional n-type conductivity. At the same time,
it has been very challenging to achieve p-type conductivity
in ZnO.51 Another consideration is the possible formation
of O vacancies which trap the holes.52,53 A similar 2DHG
was predicted at Al-terminated LaAlO3/SrTiO3 interfaces11

but was never observed experimentally, very likely due to the
formation of O vacancies.
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FIG. 3. (Color online) Charge density distribution of the two-
dimensional gas in (a) n-type and (b) p-type doped (ZnO)7/(ZnMgO)7

heterostructure. Here, the 2DEG forms at the [0001] interface and the
2DHG forms at the [0001̄] interface. The Fermi energy is indicated
by the dashed line. The undoped band profile is shown as a reference.

Thus, indeed, we find that a large amount of charge, both
n and p type, can be confined very close to the interface. In
practice, the amount of charge transferred from the surfaces
would be enough to completely screen the electric field, i.e.
equal to the bound charge σ . Thus, the surface charge density
of the 2DEG can be directly controlled through the amount of
Mg doping [Eq. (1)]. Moreover, the confinement width can be
tuned by the sample slab dimensions [Eq. (2)].

IV. CONCLUSIONS

We have performed first-principles hybrid HF-DFT calcula-
tions of the band alignment and charge distribution in wurtzite
ZnO/Zn(Mg)O [0001] heterostructures. We show that the po-
tential profile is consistent with the hypothesis of polarization
discontinuity at the interface between the two materials. We
demonstrate that both n- and p-type carriers can be confined at
the interfaces. The type of carriers in the gas, 2DEG or 2DHG,
can be controlled by choosing the interface termination, and
the charge density can be tuned by the amount of Mg doping.

We find that the charge channel is very narrow, on the order of
1 nm, which is comparable with other oxide 2DEGs, but the
charge mobility is expected to be significantly higher due to
the lower effective mass of the carriers. The confinement width
may also be controlled through the device dimensions. We
expect that the practical implementation of a 2DHG would be
hampered by O vacancies in the ZnO, a problem which would
require further investigation. Overall, our results suggest that
ZnO/Zn(Mg)O heterostructures combine the advantages of
both semiconducting and oxide materials, displaying high
carrier mobility, strong confinement, and a high level of
tunability. This could make them excellent candidates for novel
electronics applications.
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APPENDIX

Here, we discuss in detail the electrostatic boundary
conditions of the problem. The model geometry is illustrated
in Fig. 4(a). The interface is formed between two thick slabs
of ZnO and Zn(Mg)O of lengths l1 and l2 and dielectric
constants ε1 and ε2, respectively. The two slabs have zero-
field polarizations P 0

1 and P 0
2 . The polarization discontinuity

(P 0
2 > P 0

1 ) creates bound charges at the surfaces and at the
interface. The amount of charge and the electric fields in the
slabs, however, will depend on the boundary conditions.

In the case of a linear dielectric, the induced polarization is
proportional to the applied electric field P = ε0χE, where χ is
the dielectric susceptibility. Then the electric displacement is
D = εE, where ε = ε0ε

′ is the permittivity of the material and
ε′ = 1 + χ is the relative permittivity or dielectric constant of
the material. The Gauss law then becomes ∇ · D = ρf , where
ρf are the free charges (i.e. not coming from the polarization).
If there are no free charges, ∇ · D = 0. In the presence of
spontaneous polarization, P = P 0 + ε0χE. In this case, it is
convenient to use the same definition of the displacement D =
εE, i.e. the displacement includes only the effect of the induced
polarization, in which case the Gauss law becomes ∇ · D =
−∇ · P0. In other words, the bound charges resulting from the
spontaneous polarization are treated as free charges.

Let us now consider our system in vacuum. The charges
resulting from the spontaneous polarization are σ1 = P 0

1 ,
σ2 = P 0

2 , and σi = σ1 − σ2 = P 0
1 − P 0

2 = �P 0, as indicated
in Fig. 4. Using that the displacement due to a charged plane
with surface charge density σ is D = σ/2, we find for the
field outsize of the sample Dout = (−σ1 + σ2 + σi)/2 = 0.
The displacement in each of the slabs is

D1 = 1
2 (−σ1 − σ2 − σi) = −σ1 = ε1E1

(A1)
D2 = 1

2 (−σ1 − σ2 + σi) = −σ2 = ε2E2
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(a)

(b)

(c)

FIG. 4. (Color online) (a) Schematic view of the heterostructure
between two slabs with spontaneous polarizations P 0

1 and P 0
2 , electric

permittivities ε1 and ε2, and lengths l1 and l2.. Boundary conditions
and electrostatic potential profile for (b) vacuum and (c) connected
to the environment.

therefore, in both slabs the electric fields are negative, E1 =
−P 0

1 /ε1 and E2 = −P 0
2 /ε2. The resulting electrostatic profile

is shown in Fig. 4(b), where we have taken into account the
boundary condition at the interface ε2E2 − ε1E1 = σ1 − σ2 =
�P 0. In this case, there cannot be any accumulation of charge
at the interface. The net potential drop across the sample is

�V = E1l1 + E2l2 = −
(

P 0
1 l1

ε1
+ P 0

2 l2

ε2

)
, (A2)

corresponding to a net electric field Enet = �V
L

, which will
drive any free charges to one of the surfaces.

In practice, the system is not in vacuum. Both surfaces
are in contact with the environment (substrate, capping layer,
air), which serves as a reservoir for free charges. Charges
will accumulate at the surfaces until the electric field out of
the sample vanishes. For the sake of argument, let us assume
that the charges remain at the surfaces. In that case, we label
the new surface charges σ ′

1 and σ ′
2. The electric displacement

outside of the sample can be written as

Dout = 1
2 (σ ′

1 + σ ′
2 + σi) = 0, (A3)

from where it follows that σi = −(σ ′
1 + σ ′

2), i.e. the total
amount of surface charge, would exactly compensate the
interface charge. This condition is satisfied in vacuum, too;
however, the availability of free charges allows redistribution
of the charge between the surfaces. Similarly, we can write the
displacement in each of the slabs as

D1 = 1
2 (σ ′

1 − σ ′
2 − σi) = σ ′

1,
(A4)

D2 = 1
2 (σ ′

1 − σ ′
2 + σi) = −σ ′

2,

from which using that the electric field is Ei = Di/εi and
that the potential drop throughout the sample is �V = E1l1 +
E2l2. We can solve for the surface charges in terms of the

potential difference and the interface charge

σ ′
1 = −σi

ε1

ε̄

l2

L
+ ε1ε2

ε̄

�V

L
,

(A5)

σ ′
2 = −σi

ε2

ε̄

l1

L
− ε1ε2

ε̄

�V

L
,

where we have defined ε̄ = (ε1l2 + ε2l1)/L and L = l1 + l2.
Substituting back in the electric fields, we obtain

E1 = σ ′
1

ε1
= −�P 0

ε̄

l2

L
+ ε2

ε̄

�V

L
,

(A6)

E2 = −σ ′
2

ε2
= �P 0

ε̄

l1

L
+ ε1

ε̄

�V

L
,

from which we immediately see that there are two contribu-
tions to the field: from the polarization discontinuity and from
the external potential. The contribution from the polarization
is opposite in the two slabs, producing the confining potential
as illustrated in Fig. 4(c) (solid line). The effect of the external
potential is to add a net electric field the effect, which is to tilt
the polarization fields in the same direction.

We can also estimate the total interface charge accounting
for the polarization of the dielectric as

σ ′
i = ε0(E1 − E2) = −�P 0

ε̄′ + �ε

ε̄′
�V

L
, (A7)

where �ε = ε1 − ε2 and ε̄′ = ε̄
ε0

. Here, also, there are two
contributions: the polarization discontinuity and the external
potential. However, if the dielectric constants of the two
materials are similar, the effect of the external potential
would be minimal, so we can conclude that the polarization
discontinuity essentially determines the interfacial charge.

If the amount of interface charge is weakly dependent
on the boundary conditions (�V ) and the sample geometry
(l1 and l2), the amount of screening charge at the surfaces
and the electric field in the slabs depends strongly on
the boundary conditions. Quite possibly, different boundary
conditions are realized in the different experiments. We saw,
however, that all these support a confining potential, the
effect of the boundary condition being an overall tilt of
the potential profile. From first principles, these different
conditions can be simulated by adding an overall electric field
in the structure. However, the simplest condition of no electric
field (�V = 0) already displays the essential physics of the
problem. In our calculations, the periodic boundary conditions
without an external electric field realize the �V = 0 boundary
condition. Experimentally, this also corresponds to the most
probable case of a short-circuit boundary condition. When the
environment is leaky due to the potential difference, charges
will be transferred from the surface with the higher potential
to that with the lower until �V = 0. In this case, the electric
fields will be

E1 = −�P 0

ε̄

l2

L
; E2 = �P 0

ε̄

l1

L
, (A8)

and the polarization screened interface charge is

σ ′
i = −�P 0

ε̄′ . (A9)
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Finally, in experiment, the strong electric field in the slabs
will drive charge into the system and will be distributed
close to the interface in accordance with the Poisson law.
Thus, the net charge away from the interface will be zero,
and the electric field outside of the sample and inside the

slabs far from the interface will be zero, i.e. E1 = E2 =
0. This will produce band bending close to the interface,
and the potential will tend to a constant in the slabs suf-
ficiently far from the interface as illustrated in Fig. 4(c)
(dashed line).
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