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Valence band offsets at zinc-blende heterointerfaces with misfit dislocations: A first-principles study
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The electronic states induced by misfit dislocations at zincblende CdTe/CdS, CdS/ZnS, and InP/GaP
heterointerfaces and their impacts on the valence band offsets are investigated using first-principles calculations.
The (100) and (110) heterointerfaces including perfect edge dislocations with a Burgers vector of a

2 [11̄0] and
a line vector of [001] are considered for each system. Two types of dislocation core structures are found: The
“closed” core has four-membered rings only and contains threefold and fivefold coordinated cations, whereas
the “open” core has ten-membered rings that involve threefold coordinated atoms. The closed core forms at the
(110) interfaces and is energetically more favorable than the open core. The characteristics of dislocation-induced
electronic states are heavily dependent on the system and core structure, but all have localized states in the valence
and conduction bands. The localized states in the valence band mostly have anion-orbital characteristics, whereas
those in the conduction band mainly have cation-orbital characteristics. Some, but not all, dislocation cores also
induce electronic states in the gap between the higher of the valence band maxima and the lower of the conduction
band minima in the two phases that constitute the interface. The explicit treatment of misfit dislocations changes
the valence band offset between the regions at a distance of ∼1 nm or more from the heterointerface by typically
∼0.1 eV.
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I. INTRODUCTION

Misfit dislocations at semicoherent heterointerfaces inar-
guably affect the performance of electronic and optoelectronic
devices and photovoltaic cells using semiconductor and/or
insulator heterostructures. Misfit dislocations are introduced to
release the strain associated with the lattice mismatch between
the layers of structurally similar crystals when the thickness
of at least one layer exceeds the critical thickness,1 which can
result in the formation of in-gap electronic states that act as
carrier traps and also affect the valence and conduction band
offsets. In the zincblende structure that many semiconductors
take, one common dislocation experimentally observed is the
glissile 60◦ dislocation with a Burgers vector of b = a

2 [101̄]
on the (111) plane. Two of these 60◦ dislocations can form
the sessile 90◦ (pure edge) Lomer dislocation with b =
a
2 [110]2–4 through the reaction a

2 [101̄](111) + a
2 [011](1̄1̄1) =

a
2 [110](001).2 Another experimentally reported 90◦ disloca-
tion is located on the (110) plane and has b = a

2 [11̄0].5–8 In a
(001)-oriented interface, the Burgers vector of this dislocation
is inclined at 45◦ to the interfacial plane.

Ultraviolet and x-ray photoelectron spectroscopy is often
used to obtain the valence band offset. The reported values,
however, differ from each other because band offsets are
strongly dependent on the orientation, atomic configuration,
and chemical composition of the interface. For example, the
experimentally obtained valence band offset of CdTe/CdS with
a lattice misfit of ∼10%9,10 differs by ∼0.3 eV depending on
the preparation method.11–13 The experimental valence band
offset of CuInSe2/CdS, which has a lattice misfit as small
as 0.4%,14,15 varies by about 0.8 eV16–21 partly because an
interlayer consisting of ordered vacancy compounds17 may or
may not exist. Theoretical approaches are effective in obtaining
the offset values for ideal interfaces and in elucidating the
contributions of additional effects such as point defects and

dislocations. A typical approach is the evaluation of strained
and unstrained, or natural, band offsets via first-principles
calculations using coherent, or lattice-matched, interface
models.22–25 The effects of the lattice relaxation on the natural
band offset are considered via deformation potential26–29 or
surface calculations,25,30 neglecting the presence of misfit dis-
locations at semicoherent interfaces. Although rather limited,
there are first-principles studies that explicitly treat misfit
dislocations. Examples include calculations of an InAs/GaAs
(110) interface with an edge dislocation with b = a

2 [11̄0] and
a line vector of ξ = [001], in which a thin slab of a substrate
material coated with a few layers of a secondary material
was employed.31,32 The SiC/Si (001) interface involving
edge dislocations with b = a

2 [11̄0] and ξ = [110] has been
investigated using a vacuum-separated slab containing the
semicoherent heterointerface.33 The atomistic and electronic
structures as well as energetics of misfit dislocations have been
discussed in these studies but their effects on the band offsets
have not been reported.

We investigate the valence band offsets at CdTe/CdS,
CdS/ZnS, and InP/GaP semicoherent interfaces using first-
principles calculations in the present study. A one-dimensional
array of misfit dislocations at the (110) and (100) heteroint-
erfaces is modeled using a supercell that includes a pair of
heterointerfaces. The atomic configurations of the dislocation
cores and the induced electronic states are discussed in addition
to the effects of the dislocations on the valence band offsets.

II. METHODOLOGY

The calculations were performed on the basis of density
functional theory34,35 using the projector-augmented wave
(PAW) method36 and the Perdew-Burke-Ernzerhof generalized
gradient approximation (GGA) functional37,38 as implemented
in the Vienna Ab initio Simulation Package (VASP).39–41 A
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plane-wave cutoff energy of 350 eV and PAW datasets with the
following valence electronic states and radial cutoffs41 were
used: 4d, 5s, 5p and 1.2 Å for Cd; 3d, 4s, 4p and 1.2 Å for Zn;
4s, 4p and 1.4 Å for Ga; 5s, 5p and 1.6 Å for In; 3s, 3p and
1.0 Å for P and S; and 5s, 5p and 1.2 Å for Te. Calculations
of interfaces with misfit dislocations were carried out using
supercells detailed below with �-centered k-point meshes
of 1 × 1 × 4. Site-projected electronic densities of states
(DOSs) were calculated with k-point meshes of 2 × 2 × 16.
The supercell dimensions and internal atomic coordinates were
allowed to fully relax.

We use the following interface models under three-
dimensional periodic boundary conditions. The ratios of
the calculated lattice constants of CdS/CdTe, ZnS/CdS, and
GaP/InP are 0.897, 0.919, and 0.922, respectively, which are
close to 9/10 (=0.900), 11/12 (=0.917), and 13/14 (=0.929),
respectively. Those of the experimental lattice constants are
similar, which are 0.898, 0.930, and 0.929, respectively. Actual
semicoherent interfaces have two-dimensional dislocation
networks with an interdislocation distance determined by
these misfits and the Burgers vectors, but it is not feasible
to explicitly treat such interfaces in the supercells for first-
principles calculations. Therefore, we consider an interface
with a one-dimensional array of misfit dislocations. Two

(a)   (110)A

(b)   (100)A 
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_ 

[100]

[001]
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FIG. 1. (Color online) Structure of CdS/ZnS interface supercells
containing misfit dislocations, (a) (110) and (b) (100) interfaces, both
of which have perfect edge dislocations with a Burgers vector of
a

2 [11̄0] and a line vector of [001]. The black frame represents the
supercell, and dislocations are separated by the distance indicated
by the arrows [46.2 Å and 66.6 Å for the (110) and (100) interfaces
shown, respectively]. Red, blue, and green circles denote Cd, Zn, and
S atoms, respectively.

phases alternate in the stacking direction of the supercells,
with an interface plane of either (110) or (100) and perfect
edge dislocations with b = a

2 [11̄0] and ξ = [001]. We use
supercells containing 9 and 11 layers for each of the two
phases in the (110) interface calculations and 14 and 14 layers
each in the (100) interface calculations; convergence has been
checked using 13 and 15 layers for (110) and 18 and 18 layers
for (100) interface calculations, respectively, and the valence
band offset changed by 0.03 eV or less when the number of
layers was increased. The cell dimension is taken as short as
possible in the [001] direction parallel to the dislocation line,
which approximately corresponds to the average of the lattice
constants of the two phases. The number of atoms per supercell
is different in the direction perpendicular to the dislocation
line and stacking directions, and the supercell dimension in
this direction is initially determined by the lattice misfit and
the Burgers vector, as mentioned above.

Figure 1 shows the relaxed structures of CdS/ZnS supercells
with (110) and (100) interfaces. The interdislocation distance
after relaxation amounts to 46.2 and 66.6 Å for the (110)
and (100) interface models shown, respectively. The number
of atoms in the width direction ([1̄10] in Fig. 1(a) and [010]
in Fig. 1(b)) is fewer in CdS (red and green balls) at the
center compared to that in ZnS (blue and green balls) at the
top and bottom. The total number of atoms in the supercell
amounts to 462 and 648 in Figs. 1(a) and 1(b), respectively.
We found that the changes in band offsets are within 0.01 eV
when relative positions of the dislocations cores are shifted
in the direction parallel to the Burgers vector at the (110)
interfaces, and therefore the band offsets do not significantly
depend on the relative position of the dislocation cores.
Figure 2 shows the four types of initial atomic configurations

[110] 

[001]
[110] 
_ 

[100]

[001]
[010]

(a) (b)(110)A (110)B

(c) (d)(100)A (100)B

FIG. 2. (Color online) Four types of initial atomic configurations
around dislocations at CdS/ZnS (110) and (100) interfaces. Red, blue,
and green circles denote Cd, Zn, and S atoms, respectively.

075319-2



VALENCE BAND OFFSETS AT ZINC-BLENDE . . . PHYSICAL REVIEW B 88, 075319 (2013)

[110] 

[001]
[110] 
_ 

[100]

[001]
[010]

(a) (b)

(c) (d)

(110)A (110)B

(100)A (100)B

FIG. 3. (Color online) Relaxed dislocation core structures at
CdS/ZnS (110) and (100) interfaces. Red, blue, and green circles
denote Cd, Zn, and S atoms, respectively.

around the dislocations, which lead to different dislocation
core structures. Two types of the configurations that differ
by the number of removed atoms (A and B) are investigated
for each of the (110) and (100) interfaces. The CdTe/CdS,
CdS/ZnS, and InP/GaP systems considered in this work all
have a common cation or anion and, as shown later, have
similar atomic configurations at dislocation cores.

III. RESULTS AND DISCUSSION

A. Atomic configurations and relative stability
of dislocation cores

The relaxed atomic configurations around dislocation cores
at the CdS/ZnS interfaces are shown in Fig. 3. There are two
types of dislocation cores. The first is the “closed” core with
four-membered rings only in the [001] projection and contains
threefold coordinated and fivefold coordinated atoms and is
denoted as the (110)A core [Fig. 3(a)]. This core structure is
similar to those reported for an InAs/GaAs (110) interface.31,32

The second is the “open” core with ten-membered rings and
threefold coordinated atoms but no fivefold coordinated atoms,
which represents the remaining three core types, denoted as
(110)B, (100)A, or (100)B [Figs. 3(b)–3(d)]. Similar core
structures are obtained for the other two systems; however,
the InP/GaP (100)B core is a somewhat crushed but still open
core that is slightly different from CdTe/CdS and CdS/ZnS.

The relative stability of the two types of cores, A and B, can
be discussed using the energy difference per supercell, which
is given as

�E = EA − EB −
∑

i

�niEi, (1)

where EA and EB are the total energies of the supercells
containing dislocation cores A and B, respectively, �ni is the
difference in the number of formula units for the constituent
compound i between cores A and B, and Ei is the total energy
of the compound i per formula unit. Taking the dislocations at
the CdS/ZnS interfaces shown in Figs. 2 and 3 as an example,
�nZnS = 2 and �nCdS = 2 for the (110) and (100) interfaces,
respectively. The energy difference per unit dislocation length
is obtained by dividing the quantity in Eq. (1) by the dislocation
length, that is, twice the relaxed supercell dimension in the
dislocation line direction or approximately twice the average
of the lattice constants of the two constituent phases; the
factor of two appears because there are two dislocations per
supercell. Exactly what should be used as Ei is a nontrivial
question because the two phases in the supercells are strained
along the directions parallel to the dislocation line so that
the in-plane lattice constants are the same. Here, we discuss
relative energies per supercell and use the unstrained bulk
energy of ZnS or CdS, thus neglecting the effects of such strain.
The relative stability of the dislocation cores in CdTe/CdS and
InP/GaP systems is evaluated similarly. The energy difference
per supercell between cores (110)A and (110)B is − 0.88,
− 0.70, and − 1.52 eV for CdTe/CdS, CdS/ZnS, and InP/GaP,
respectively, and that between (100)A and (100)B is 0.11,
− 0.38, and 1.09 eV, respectively. The closed cores have lower
energies than the open cores according to the results for the
(110) cores, presumably because there are fewer dangling
bonds. The energy difference per supercell can change by up to
0.4 eV when the relative positions of the two dislocation cores
are shifted by about one-half of the interdislocation distance
in the direction parallel to the Burgers vector, but the (110)A
core is still more stable than the (110)B core. Open (100)A and
(100)B cores in CdTe/CdS and CdS/ZnS, which are similar in
atomic arrangements, have similar energies.

Previous high-resolution transmission electron microscopy
and scanning transmission electron microscopy studies have
revealed that dislocations in semiconductors show multiple
core configurations.3,42,43 Therefore, we consider both closed
(110)A and open (110)B cores, despite the energetic preference
of the former, and discuss how open and closed cores affect
electronic properties hereafter.

B. Electronic states induced by the dislocation

Figure 4 shows the site-projected electronic DOS in the
vicinity of the (110)A and (110)B cores in the three systems.
Figures 4(a)–4(d) show the atomic configurations of the
relaxed cores, and Figs. 4(e)–4(j) give the projected DOS at
the atomic sites labeled in Figs. 4(a)–4(d). The dashed lines
in Figs. 4(e)–4(j) indicate the higher valence band maximum
(HVBM) and the lower conduction band minimum (LCBM),
which are the higher of the two valence band maxima (VBM)
and the lower of the two conduction band minima (CBM)
in bulklike regions far from the interface in the two phases,
respectively. The HVBM and LCBM are determined using
the VBM and CBM from bulk calculations via reference level
alignment between the bulk cells and the bulklike regions in
interface supercells, and this procedure follows that of valence
band offset evaluation described later.
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FIG. 4. (Color online) Site-projected electronic DOS in the vicinity of dislocation cores. The DOS at each atomic site indicated in (a)–(d)
is presented in (e)–(j). Thick red and thin blue curves show s and p orbital components, respectively. The dashed lines show the higher VBM
and lower CBM of the two phases estimated from bulklike regions far from the interface; the former is taken as the zero of the energy.

We first focus on the (110)A cores [Figs. 4(e)–4(g)]. The
fivefold coordinated sites (site 1) are cations in all cases (Cd
or In), and there are large peaks localized on the site 1 cations
in the conduction band in all three cores. There is a peak at

about 1.3 eV above the LCBM both in the CdTe/CdS (110)A
core [Fig. 4(e)] and in the CdS/ZnS (110)A core [Fig. 4(f)].
These peaks consist mainly of Cd 5s orbitals. On the other
hand, there is a double peak at 0.4 and 0.6 eV above the
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LCBM in the InP/GaP (110)A core [Fig. 4(g)]. Furthermore,
there is a small peak on Ga at site 2 at ∼1.1 eV above the
LCBM. The dislocation-induced states in the conduction band
involve s and p orbitals of nearby atoms in the CdS/ZnS
(110)A core and, to a lesser extent, in the InP/GaP (110)A
core. In addition, there is absolutely no electronic state on
and up to ∼0.2 eV above the LCBM for the CdS/ZnS (110)A
and InP/GaP (110)A cores in the interface supercells; here,
note that the LCBM does not necessarily correspond to the
lowest unoccupied level in the interface supercells since the
LCBM is determined using the CBM from bulk calculations
via reference level alignment, as mentioned above. A similar
situation has been observed at the CuInSe2/CdS interface when
there are ordered VCu and InCu at the interface,25 implying
that this heightening of the conduction band edge arises from
existence of specific defects (dislocations). In addition to the
localized states in the conduction band, broad dislocation-
induced peaks exist in the valence band in all three cores. These
states have p orbital characteristics of the anions at sites 3 and
4 and are distributed around 0.3 eV below the HVBM. Thus,
dislocation cores (110)A induce electronic states within the
valence and conduction bands of the constituent phases of the
interfaces. However, dislocation-induced states are completely
absent in the gap between the HVBM and the LCBM,
which is important information when carrier trapping is
considered.

We now look at the (110)B cores [Figs. 4(h)–4(j)].
Dislocation-induced states with cation-orbital characteristics
are found in the conduction band as in the (110)A cores.
One such state is distributed over the B, H, and J sites at
∼1.5 eV above the LCBM and has a Cd 5s characteristic for
the CdTe/CdS (110)B core [Fig. 4(h)] and also over the B and
J sites at ∼1.8 eV above the LCBM for the CdS/ZnS (110)B
core [Fig. 4(i)]. There is a distinct dislocation state for the
InP/GaP (110)B core [Fig. 4(j)] at ∼1 eV above the LCBM. It
is localized primarily on the H site with a Ga 4p characteristic,
but also involves s and p states of neighboring cations, that is,
In on B and J sites and Ga on the F site. There is no electronic
state at or slightly above the LCBM in the CdS/ZnS (110)B
and InP/GaP (110)B cores, as in the respective (110)A cores.
Furthermore, significant and sharp in-gap dislocation states
are recognized directly above the HVBM in CdS/ZnS (110)B
and in the middle of the gap in InP/GaP (110)B. These states
are localized mainly on the C and E anion sites but also extend
over the B, D, and F cation sites, and there is a continuous
nonzero distribution of DOS from the valence band into these
in-gap states. In the valence band, there are dislocation states
mainly consisting of the p orbitals of anions at about 0.2 to
0.3 eV below the HVBM in all three (100)B cores, and this
trend is similar to that found in the (110)A cores.

In summary, every investigated dislocation core has local-
ized states in the valence and conduction bands. However,
the details of the dislocation states, such as the peak position
and height in the DOS and the extent of spatial distribution,
depend on the shape of the core, in addition to the pair
of phases that form the heterointerface. The dislocation
states in the conduction band have mainly cation-orbital
characteristics, while those in the valence band and the gap
between the HVBM and LCBM have mostly anion-orbital
characteristics.

C. Valence band offset

Knowledge on the influence of misfit dislocations on the
natural band offset is indisputably important when we consider
systems with semicoherent interfaces. The valence band offset
is evaluated as

�εA−B
VBM = �εA

VBM−Ref − �εB
VBM−Ref + �εA−B

Ref . (2)

A calculation using an interface supercell including misfit
dislocations is used to obtain the difference between reference
levels near the center of slabs of two phases, A and B, �εA−B

Ref =
εA

Ref − εB
Ref . The reference level is determined by averaging the

average electrostatic potential at atomic sites over regions at a
distance of ∼8 Å or more from the interface. Unstrained bulk
calculations provide the energy difference from the reference
level to the VBM for phase A, �εA

VBM−Ref = εA
VBM − εA

Ref, and
�εB

VBM−Ref can be obtained similarly for phase B. This is based
on the assumption that the strain is completely released in the
region far from actual interfaces.

Equation (2) is identical to the simplified natural band offset
defined in Ref. 25, except that the third term is evaluated
using an interface supercell with a one-dimensional array of
misfit dislocations in this study. Without explicit treatment
of a two-dimensional network of misfit dislocations, at least
one of the two phases must be strained because either or both
of the in-plane lattice parameters must be the same between
two phases in the interface supercell. The two phases have
a common lattice parameter in the direction parallel to the
dislocation line in the present supercell and, therefore, involve
compressive or tensile strains. In addition, a small in-plane
strain is left in the direction perpendicular to the dislocation
line because of the small difference of the cell dimension in this
direction corresponding to the interdislocation distance from
that exactly given by the actual misfit (e.g., 0.897 vs 0.900
for CdS/CdTe, as mentioned above) and also because of the
full cell optimization in the presence of compressive or tensile
strain in the direction along the dislocation line. In principle,
corrections for the change in the reference level associated
with the strain relief should be considered using deformation
potential26–29 or surface calculations.25,30 However, such terms
are omitted in Eq. (2) because our previous studies found that
in-plane strain dependence of the reference level is typically
weak enough that carrying out surface calculations to estimate
the reference level shift can be a larger source of error
as the local dipole moments at the surfaces with different

TABLE I. Natural valence band offsets of CdTe/CdS, CdS/ZnS,
and InP/GaP interfaces obtained using supercells with and without
misfit dislocations. The values are with respect to CdS for CdTe/CdS,
ZnS for CdS/ZnS, and GaP for InP/GaP.

Dislocation core Valence band offset (eV)

Interface plane type CdTe/CdS CdS/ZnS InP/GaP

(110) None 0.64 − 0.01 0.19
A 0.63 − 0.05 0.06
B 0.55 − 0.13 0.00

(100) None 0.61 − 0.12 0.11
A 0.63 − 0.20 0.00
B 0.52 − 0.10 0.08
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in-plane lattice parameters cannot completely cancel out.25,44

The natural band offset evaluated using Eq. (2) and interface
supercells without misfit dislocations is found to be almost
independent of their in-plane lattice parameters, where the
difference of the CuInSe2/ZnS valence band offset is less than
0.05 eV when the in-plane lattice parameters are varied by
the lattice misfit of about 7%.25 Corrections for the relaxation
of the in-plane lattice parameters using surface calculations
are less than 0.1 eV for the valence band offsets between
chalcopyrite CuInSe2, CuGaSe2, ZnSnP2, and CdSnP2 versus
zincblende CdS and ZnS.44

The valence band offsets obtained using interface supercells
involving misfit dislocations are shown in Table I. Values
obtained using coherent interface supercells without misfit
dislocations are also listed, where the difference in the band
offset between the (110) and (100) interfaces is small and at

most ∼0.1 eV. Explicit consideration of misfit dislocations
changes the band offset by − 0.19 to 0.02 eV. Thus, the
absolute value of the correction to the band offset is not
more than 0.2 eV in the systems considered; if we exclude
the energetically less favorable (110)B configurations from
the (110) interfaces, the change is only up to ∼0.1 eV.

Among the three pairs of zincblende compounds considered
in this work, the CdTe/CdS valence band offset has been
studied extensively because of its use in photovoltaic appli-
cations, and many experimental offset values are reported.
CdS film grown by molecular beam epitaxy on CdTe(110)
shows a valence band offset of 0.65 eV according to Niles and
Höchst.11 Al Kuhaimi gave values of 0.67 to 0.7 eV for CdS
film evaporated on CdTe film.12 On the other hand, Fritsche
et al. reported 0.94 ± 0.05 eV for polycrystalline CdTe film
evaporated on CdS film.13 The calculated value of about 0.6 eV

(c) (d)

(a) (b)

(e) (f) 

CdS 

ZnS

CdTe 

CdS 

InP

GaP

(110)A (110)B

0.6

0 

-0.6

-1.2
(eV)

FIG. 5. (Color online) Distributions of average electrostatic potentials at atomic sites in interface supercells with dislocation cores (110)A
and (110)B. The atomic sites are represented by circles. The electrostatic potentials are rigidly shifted so that the difference between the upper
and lower regions far from the interface (at a distance of ∼8 Å or more) approximately corresponds to the valence band offset.
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is in line with the experimental results, although the details of
the interfacial structures in the band offset measurements have
not been reported and hence direct comparison cannot be made
between the calculated and experimental values.

To understand the effect of a dislocation on the valence
band offset, the distribution of average electrostatic potentials
at atomic sites, which is used to determine the reference
level in the offset evaluation, is investigated. Figure 5 shows
distributions of average electrostatic potentials at atomic sites
in interface supercells with dislocation cores (110)A and
(110)B. The electrostatic potentials are rigidly shifted so
that the difference between the bulklike regions of the two
phases (the upper and lower regions in Fig. 5) approximately
corresponds to the valence band offset.

There is a striking contrast between the results for the
(110)A and (110)B cores. The perturbation to the electrostatic
potential is extremely localized in the (110)A cores and limited
to a few atoms near the core, as shown in Figs. 5(a),5(c), and
5(e). Therefore, the difference in the electrostatic potential
between the two phases, which corresponds to the valence band
offset, is almost uniform except for the immediate vicinity
of the dislocation cores. On the other hand, there are two
prominent features in the (110)B cores [Figs. 5(b), 5(d), and
5(f)]. One is the presence of a high-value region originating
at a pair of anions at the bottom left [Fig. 5(b)] or bottom
right [Figs. 5(d) and 5(f)] of the core that extends over a
range exceeding 10 Å (several atomic sites). The other feature
is a low-value region centered on an extremely low cation
at the right [Fig. 5(b)] or left [Figs. 5(d) and 5(f)] of the
core, and spreading to a few nearby anions at the top left
of the core in Figs. 5(d) and 5(f). The overall results are
consistent with the findings from the site-projected DOS in
Fig. 4; the atomic sites on which localized states are mainly
distributed correspond to the sites with electrostatic potentials
significantly dissimilar to those in the bulklike region. Such a
difference in the electrostatic potentials is gradually reduced
with a distance from the dislocation cores, but the influence
prevails even in the bulklike region far from the cores. The

natural valence band offsets listed in Table I indicate that the
average shift of the electrostatic potential by the presence of
misfit dislocations is not significant in the bulklike region, but
the local electrostatic potential varies there.

IV. CONCLUSIONS

We have investigated misfit dislocations at (110) and
(100) heterointerfaces of zincblende CdTe/CdS, CdS/ZnS,
and InP/GaP systems using first-principles calculations. Two
types of core structures are found for perfect edge dislo-
cations with b = a

2 [11̄0] and ξ = [001] : the closed core
with four-membered rings that contains threefold and fivefold
coordinated cations and the open core with ten-membered
rings that has threefold coordinated atoms but not fivefold
coordinated atoms. The closed core is energetically preferred
at the (110) interfaces. Dislocation-induced electronic states
strongly depend on the system and core structure, but all
systems investigated have dislocation states in the valence and
conduction bands. The dislocation states in the valence band
tend to be localized on anions, whereas those in the conduction
band tend to be localized on cations. Some but not all cores
induce in-gap states. The average valence band offset at a
distance of ∼1 nm or more from the heterointerface typically
shows a small change of less than 0.1 eV with the introduction
of misfit dislocations into the supercells in all investigated
cases.
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