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Coherent coupling between exciton resonances governed by the disorder potential
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Monolayer fluctuations in the thickness of a semiconductor quantum well (QW) lead to the formation of
spectrally resolved excitons located in the narrower, average, and thicker regions of the QW. Whether or not
these excitons are coherently coupled via Coulomb interaction is a long-standing debate. We demonstrate that
different types of disorder potential govern coherent coupling among excitons, and the coupling strength can be
quantitatively measured using optical two-dimensional Fourier transform spectroscopy. Strong coherent coupling
occurs between certain types of excitons but is missing between other types of excitons because the distinctive
nature of excitons results in different spatial overlap. Our finding may be applicable to other disordered systems,
such as photosynthesis and conjugated polymers, where exciton coupling plays a critical role in determining

charge and energy transfer.

DOI: 10.1103/PhysRevB.88.075316

I. INTRODUCTION

Disorder at surfaces and interfaces plays an increasingly
important role in ever-shrinking electronic devices. Even in
nanostructures of the highest quality, monolayer fluctuations
are inevitable. Importantly, monolayer fluctuations at inter-
faces of quantum wells (QWs) change the QW thickness,
leading to wider or narrower regions referred to as wider-
width (WW) disorder and narrower-width (NW) disorder,
respectively. Under optical excitation, bound electron-hole
pairs (excitons) that form in such QWs are governed by the
disorder potential and will often exhibit several spectrally
distinct resonances,'™ instead of a single inhomogeneously
broadened resonance. Whether or not these different types
of excitons are coherently coupled via Coulomb interactions
is an outstanding and much debated question.’® Previous
investigations have yielded conflicting results partially due
to the limited spectral and temporal information accessible
using traditional spectroscopic methods and partially due to
insufficient control of the disorder at the QW interfaces.

Understanding coherent interaction among multiple elec-
tronic states is a prerequisite to controlling material prop-
erties at the level of electrons and is a challenge that is
ubiquitous in material science. Specifically, the presence
or absence of coherent coupling among spectrally resolved
excitons significantly influence energy transfer,'” photon
emission statistics,!! and even quantum logic operations'?
in semiconductor heterostructures such as QWs, quantum
wires, and quantum dots. This problem is also relevant
for a broader range of materials, including natural/artificial
photosynthetic systems'*!> and conjugated polymers. For
example, exciton dissociation in conjugated polymers occurs
in a two-step process: the formation of a charge-transfer state at
an energy level above the initial exciton followed by a complete
dissociation process.'®!” The formation of the charge-transfer
state is dictated by the interplay of the disorder and the
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Coulomb interaction, which is the essence to the problem of
interest here.

In this paper, we investigate coherent coupling between
different types of excitons in a single, narrow GaAs/AlGaAs
QW using the powerful technique of optical two-dimensional
(2D) Fourier transform spectroscopy (2DFTS).!8-23 We first
identify three types of excitons confined in different regions
of the QW. We refer to the excitons confined in the wider,
average-thickness, and narrower regions of the QW as type A,
B, and C excitons, respectively, as illustrated in Fig. 1(a).
Using 2DFTS, we are able to separate complex quantum-
mechanical pathways in the coherent nonlinear response and
unambiguously identify strong coherent coupling between
type B and C excitons. In contrast, such coupling is missing
between type A and B excitons. This difference in exciton
coupling originates from the nature of exciton resonances
governed by the disorder potential: type A excitons are bound
states, mainly localized within the WW disorder potential;
type B are delocalized in the average thickness regions; and
type C excitons are scattering resonances associated with NW
defects. Different spatial overlap between different types of
excitons is responsible for the absence or presence of coupling
in the 2D spectra. This conclusion is supported by calculations
based on a single-defect model.

II. EXPERIMENTS

2DFTS is a heterodyne-detected four-wave mixing (FWM)
technique, which monitors and correlates nonlinear polariza-
tion phase evolution during two independent periods,t and ¢,
separated by a waiting period T, as illustrated in Fig. 1(b).
A 2D spectrum as a function of the absorption frequency
w, and emission frequency w, is then obtained by Fourier
transforming the FWM signal with respect to time variables t
and 7. A peak in a 2D spectrum indicates that an oscillation at
absorption frequency w, during the first time period gives rise
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FIG. 1. (Color online) (a) Illustration of different types of
excitons in a disordered QW. (b) Pulse sequence and (c) experimental
setup in 2DFTS.

to an oscillation at emission frequency w; during the third
period. Coupling between resonances can be identified by
the presence of cross peaks in 2D spectra, for which w, #
;. 2DFTS is particularly suitable for quantifying coupling
among multiple electronic transitions, as quantum-mechanical
pathways associated with coupling are isolated in the spectra.

The experimental setup is described in detail elsewhere.>*
Briefly, three phase-stabilized, collinearly polarized excitation
pulses with wave vectors k,, k;, and k. are arranged in
box geometry, generating a complex FWM signal in the
phase-matched direction: k; = —k, + kj + k., as illustrated
in Fig. 1(c). The excitation pulse sequence chosen is the
rephasing time ordering, where the conjugate pulse (k,) arrives
first, and k. arrives last. The evolution time (t) between k, and
kp, pulses, the waiting time (7') between pulses k;, and k., and
the emission time (¢) after the arrival of pulse k. govern the
complex signal, S (7,7,t). We resolve the phase information
of the signal field, which is made possible by heterodyne
detection with a phase-stabilized reference beam and stepping
the excitation pulse delays with interferometric precision. The
emission frequency (w;) is determined by sending the signal
through a spectrometer, and the absorption frequency (w;) is
retrieved by a numerical Fourier transform of the S (7,T,w;)
data with respect to .

We studied a series of GaAs/Aly3Gag7As single QW’s
with four different thickness grown by molecular beam
epitaxy on a GaAs(100) substrate. The nominal thicknesses
are 4.2, 6.2, 8.4, and 14.0 nm, respectively. Two-minute
growth interruption at the interfaces results in monolayer-
width fluctuations with relatively large lateral dimensions
of the order of tens of nanometers. The sample was held
at 4.2 K in optical experiments. The peak excitation power
density from 7 to 11.5 MW/cm? was used, corresponding
to an estimated sheet exciton density ~0.5 x 10'° cm™2. At
this high excitation power, one expects excitation-induced
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FIG. 2. (Color online) FWM spectra plotted with relative photon
energy (E — Ej), where E, specifies the position of HH excitons
residing in the regions of the perfect QW. Two spectra from the 4.2-nm
QW are taken for different laser tuning. Inset: QW width dependence
of the HH exciton resonance splitting due to the monolayer thickness
fluctuations at the interface (dots) relative to B-type excitons. The red
lines present the result of theoretical fits.

dephasing®>?® to contribute significantly to the linewidth of
the exciton resonances.

We first identify relevant exciton resonances via FWM
spectradisplayed in Fig. 2. The heavy-hole (HH) and light-hole
(LH) excitons are split by confinement in the growth direction
in a QW. The LH excitons are clearly observed and labeled
for QWs with nominal thickness of 6.2, 8.4, and 14 nm. The
LH exciton in the 4.2 nm QW is shifted further to the higher
energy, outside the excitation bandwidth. We will focus on HH
resonances in the current study.

Close inspection reveals that HH resonances are split into
two or three resonances, which arise from the monolayer
fluctuations of the QW thickness. This assignment can be
proven by investigating the systematic change of the mono-
layer splitting as a function of the average QW width. We
initially make the reasonable assumption that the lowest energy
peak originates from type A excitons residing in the WW
disorder potential. This allows us to plot the FWM spectra as
a function of the relative energy 6E = (E — Ej), where E
specifies the energy for type B excitons in the perfect QW.
Negative § E corresponds to type A excitons residing in WW
disorders, while positive § E corresponds to type C excitons
formed near NW disorder. We then plot §E as a function of
the nominal QW thickness in the inset of Fig. 2. Within the
effective mass approximation, §E due to monolayer fluctuation
of the QW width (§L* = +a) is

h?m? 1 1 h2m?sL*
SE = __ |~ _ ,
2upn \(L* £a)*? L* WanL*

(1)
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where L* = L 4 2A accounts for an enlargement of the QW
width owing to an average wave = function penetration depth
into the Al 3Gag 7 As barrier (A = 1.5 nm).2” We first extracted
the in-plane reduced exciton mass pyy = 0.055 m, from the
dependence of Ey on the QW width (not shown explicitly). We
then fitted the data in Fig. 2 using Eq. (1) to obtaina = 0.25 nm,
which matches the thickness of one atomic monolayer in
GaAs. This analysis as well as previous experiments supports
our assignment that these resonances correspond to excitons
localized in regions with monolayer thickness difference.
The energy splitting between these resonances is larger than
that expected from excitonic excited states®® or trions* (see
Supplemental Material in Ref. 30). We focus the rest of the
paper on 2DFTS experiments performed on the 4.2-nm-thick
QW, as it clearly exhibited all three types of HH excitons.’!
The probability of forming a type C exciton is reduced in wider
QWs.

The laser bandwidth is ~16 meV; hence, two 2D spectra
were acquired with the laser tuned to optimally excite two
of the three HH exciton resonances at one time. The waiting
time was set to be 7 = 125 fs to avoid temporal pulse overlap.
Figure 3 shows the normalized 2D amplitude spectra together
with the corresponding regular FWM and laser spectra. We
did not observe clear evidence of coupling between exciton
A and B in Fig. 3(b). In contrast, strong coherent coupling
between exciton resonance B and C is identified as the
cross-peak BC in Fig. 3(d). One may expect another cross
peak at the location indicated by CB. Previous work has
documented that 2D spectra of semiconductor QWs display a
strong asymmetry in amplitude between cross peaks,*> which
explains the absence of a clear cross peak at location indicated
by CB.

Prior experiments aimed at investigating coherent coupling
among different types of excitons only permitted one to
look for qualitative signatures, such as oscillatory behavior
in time-resolved or spectrally resolved FWM experiments.>%
The interpretation of these experiments is challenging, due
to the limited spectral or temporal information accessible
to conventional spectroscopy methods. In contrast, 2DFTS
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FIG. 3. (Color online) FWM and normalized 2DFTS amplitude
spectra taken on the 4.2-nm QW at T = 125 fs, with colinearly
polarized excitation beams (a) and (b), when exciton A and B
resonances are excited, and (c) and (d), when exciton B and C
resonances are excited.
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allows us to quantify the strength of coherent coupling between
these resonances, rather than only asking whether such
coupling exists. In the case of a V-level system, for example,
a strong coherent coupling induced by a common electronic
state should lead to the maximum cross-peak intensity to be
the geometric average of the two diagonal peak intensities.*
In Fig. 3(d), the coupling between resonances B and C is
quantified by the ratio between the cross-peak BC and the
geometric average of the diagonal peak intensities, giving a
value of ~0.6 that is significantly above the noise level. In
contrast, we observe no clear cross peaks in Fig. 3(b). We
place an upper bound for the coupling between resonances A
and B to be below 0.1, limited by the noise level in the 2D
spectra. The strong cross-peak intensity BC at the chosen T
suggests that it arises from electronic coherent coupling and
not population relaxation. We confirm that the lifetimes of
the excitons are beyond tens of picoseconds with spectrally
and temporally resolved pump-probe measurements (see
Supplemental Material in Ref. 30). The slow relaxation process
cannot account for the strong cross-peak BC in the 2D spectra
[Fig. 3(d)] at the short waiting time. Incoherent coupling due to
population relaxation between excitons confined in different
thickness regions of a QW has been investigated previously
using 2DFTS and observed at waiting times of 20 ps or
longer.>* Another recent experiment conducted on individual
excitons localized in a QW presented evidence of coherent
coupling in certain regions of the sample,” possibly consistent
with our experimental findings.

We briefly comment on other features of the 2D spectra,
which are not essential for identifying the coupling or
quantifying the coupling strength. There is a peak near the
diagonal peak C in Fig. 3(d), which may be due to the
formation of biexcitons investigated in other recent 2DFTS
experiments.*37 There are also small satellite peaks near the
diagonal line that arise from the direct scattering of excitation
pulses.”* These spurious peaks do not contaminate the mea-
surements of the cross peaks. Thus, no error was introduced
in the quantitative evaluation of the coupling strength. Finally,
the line shapes of the peaks (especially the diagonal peaks) are
elongated along the absorption frequency axis. We attribute
the elongation to the relatively high laser power used in the
experiments, and it may be related to the excitation-induced
dephasing.

III. THEORETICAL MODEL

In order to interpret the measured 2D spectra, we
perform calculations based on microscopic theory of
semiconductor coherent nonlinear response in QWs with
in-plane inhomogeneous disorder potentials.’®3° Coher-
ent semiconductor excitations are described by exciton
operators

B = Z/dxldm% (x1,%2) v, (X2) ¢ (x1),

ou

where ¢ and v are the operators creating the electron
with spin s at point x; and the hole with spin o at point
x,, respectively, and we have introduced the combined
notation for the spin state of the electron-hole pair ¢ = {s,0}.
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The functions ¢, (x;,x2) are chosen in such a way that
operators Blj' create genuine single electron-hole pair states:
Hge Blf |0) = E,, |0), where |0) is the semiconductor ground
state (i.e., empty conductance and filled valence bands) and
Hgc is the semiconductor Hamiltonian without the external
field.

The existence of hierarchy of characteristic energy scales
governing the electron dynamics together with the assumption
that the most important contribution results from the lowest
energy states is employed by the well-known ansatz (see e.g.,
Refs. 1, 40)

Gy (X1,%2) = Ue(21,01)U0, (22,006 (01 — p2)Pu(R).

Here, the functions u, ,(z, p) describe the local confinement
of the electrons and holes in the growth direction, z, at
point p of the QW, v, (p) is the wave function of the relative
motion of 2d electrons and holes, and @, (R) is the wave
function of the exciton center of mass. This approximation
can be used for introducing the operators of the exciton center
of mass B (R) by representing

B = /deDH (R) B;; (R),
with
Bf (R) = /dZIdZdeue (x1) U (X2) Y5 (0) v (X2) €5 (x1)

where x;=z1Z2+ R+ pm,/M, and x; =22+ R —
pm, /M, with Z being the unit vector along the z direction,
and m,, m, and M, = m, + m, being electron, hole, and
exciton masses, respectively.

Using this representation, the equation of motion
for the nonlinear polarization is found within the x©
approximation*'~** to be

.3+.
i— 4 iy, —
ot

In order to reproduce the qualitative features of 2D
spectra, we can neglect the effect of Pauli blocking and
invoke the short-memory approximation®** to account for the
Coulomb correlation. Under these approximations, the driving
term 18

1
FPRD=—5 3

01,02,03

X Py, (R1,1) po, (R2,1) po, (R3,1), 3

H, (R)> PYR=FPR). ()

dR1 238757 (R, R, R>, R3)

where
13:;,20?.‘ (R5R19R27R3)
= (Dy 4, (R,R)) B, (Ry) B, (R3))
i
e
yﬂz + Va3

where Dy, (R,R1) = [Bs; (R),[Bg, (R1),Hscll. In Eq. (3)
we have introduced the linear optical response ps (R,t). The
latter is governed by an equation of the same form as Eq. (2)
but with the source term Fél) (R,t)=d, - E(R,t), where d is
the dipole moment and E is the electric field of the excitation.
Taking the energy of the HH exciton in the perfect QW as

(Do, (R,R\) D], ;. (R2,R3)), (4
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zero, the Hamiltonian in Eq. (2) can be written as H,(R) =
— 5 Vi + Wo(R) with

W, (R) = /d,, ¥ ()]
P png
o (e ) o (o= 552)

where 6E,,(R) are local variations of the electron and
hole energies due to fluctuations of the width of the QW.
The convolution with the exciton wave function results in
smoothing the spatial variation of the disorder potential on the
scale of the exciton Bohr radius. For our analysis, however, we
use a simplified model for W,, (R), presenting it as W, (R) =
>, wi(R — r,,), where r,, is the position of mth defect and
w™ (r) = V™ _if |r| < r; and 0, otherwise with V™ > 0
and V™ < 0 for NW and WW defects, respectively. Such
approximation is justified for the system under consideration
by the fact that the exciton resonances are split. The size
of the defects must exceed the lateral confinement length
& =n//2M,V,, which, in turn, has to be larger than the
Bohr radius in order for such multiplets to form.! Therefore,
the effect of spatial features of the order of the Bohr radius on
optical response is weak.

Equation (2) yields a detailed description of the nonlinear
response of disordered, inhomogeneous QWs. It should be
noted that the spatial distributions of linear and nonlin-
ear responses are very complex owing to broken in-plane
translational symmetry. The picture simplifies drastically,
however, if one is interested in the response along phase-
matching directions only. If inhomogeneities have the same
statistical characteristics across the QW, the responses ex-
hibit singularities along the phase matching direction sim-
ilarly to an ideal QW. The respective amplitudes can be
shown to be determined by the statistical average of the
total response. Thus, in order to simulate the 2D spec-
trum, one only needs to average Pf) (R,t) over statistics
of the inhomogeneities and take the respective Fourier
transforms.

The model above is still quite general; we make addi-
tional simplifications in order to describe main features of
the experimental spectrum. We limit ourselves to consider
only HH excitons with the definite spin state determined
by the polarization of the external excitation, and we take
the limit of zero waiting time (e.g., neglecting incoherent
dynamics) and assume that the nonlinear response along the
phase-matching direction weakly depends on small in-plane
projections of the wave vectors of the excitation pulses.
Applying these assumptions we find the response along the
FWM direction corresponding to the rephasing scheme in the
form

PEVM (4, w0,)

=—i /da)ldwzda)38 (w; + w1 — Wy — w3)

1
X ——— f (@) fr () f3 (w3) TT (0, 01,02,w3),
wr + 0
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where f;(w) is the amplitude of the jth excitation pulse, j =
1,2,3, and

H(wtﬂa)lvw29w3)
1
- Ede /deddeR3(,B (R.R,,R,,R5)

xp*(R,w)p*(Ry,01) p(R2,02) p(R3,03)).

Here, the integral over R is assumed to be taken over the QW
area S with the subsequent limit S — o0, and linear responses
p(R,w) are found assuming the unit magnitude of the external
excitation.

Considering only the effect of disorder on the linear
response functions, the 2D spectrum is determined by the
statistical average of the product of linear response functions
corresponding to four frequencies taken at four points. Such
correlators are similar to those investigated in the theory
of transport in disordered media in the context of speckle
patterns.***® This demonstrates that the 2D spectroscopy is
sensitive to nontrivial correlation properties of excitations in
disordered media, and therefore it is necessary to distinguish
between two different contributions to the 2D spectrum: the
local interaction between states corresponding to different fre-
quencies and coupling between excitons in spatially separated
regions of the QW provided by the effective potential 5. The
first contribution is similar to what one has in the case of
homogeneous QWs, while the second is specific to systems
with broken translational symmetry by excitation or disorder.
The relation between these contributions is determined by the
relation between length scales of the spatial decay of the
effective potential and the correlator of linear responses. In
Ref. 39, a simple case was considered when the main effect is
due to the spatial extent of 8. Expanding Eq. (4) in terms of the
electron and hole wave functions, one can see that 8 consists
essentially of two parts accounting for the interaction of the
Van der Waals type and for the exchange by electrons and holes
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between excitons. Both contributions are important at the scale
of the Bohr radius, while at larger distances the Van der Waals
part decays o< 1/r°®, and the exchange contribution decays
exponentially. In the context of describing coherent coupling
among excition resonances, we can approximate the effec-
tive potential by a contact interaction: S (R,R,R;,R3) =
BS(R — R)6 (R — Ry)5 (R — R3) because both the Van der
Waals and exchange interactions act on length scales smaller
than the disorder correlation length, i.e., the average lateral size
of disorder potential. Using this approximation and integrating
over R;,3, we express the 2D spectrum in terms of the
spectral correlator calculated at point R. Note that in this
case, the statistical averaging becomes redundant and can
be omitted. Furthermore, the correlator can be expanded
in terms of contributions of individual defects using the
Korringa-Kohn-Rostoker Green-function method.* Taking
into account the low density of the defects, which is evidenced
by the low intensity of type A and C exciton resonances in
photoluminescence measurements (data not shown), we can
neglect the effect of the multiple scattering and obtain

I (w;,w1,w2,w3)

= Zniﬁ/ dRp; (R,0) p; (R,w1) p; (R,) p; (R,w3),
i Sa

where i enumerates types of defects (in the case under
consideration, they are NW and WW defects), n; is the density
of the defects of the respective type, p; (R,w) is the linear
response of a QW with a single defect, and the integral is
taken over the area per one defect Sy =1/, n;.

Owing to the complex frequency dependence of the linear
response, the 2D spectrum has, in general, a rich structure.
However, since the resonant frequencies are well separated, we
can simplify it even further. Using a resonant expansion®*>!
for the linear response and retaining only main resonant
contributions to the 2D spectrum, we find

i, j

3 ~
PRy @no) ~ )

iJj

where i and j are the indices enumerating different res-
onances {A,B,C}, and the overlap parameters are o; ; ~
nB [dR|p (R,w;)* |p(R,w;)|*. It should be noted that due
to the permutation of integrations over coordinates and
frequencies, special care should be taken of the contribution
due to the scattering resonance because it is described by
non-Hermitian Gamow vectors.’'2 In this case, |p (R,w)|* =
p (R,w)p (R,w), where p (R,w) is a conjugate solution (i.e.,
satisfying the incoming boundary conditions at infinity).

The obtained expression for the 2D spectrum clearly
demonstrates its main features. Exciton linear response func-
tions p (R,w;) vary significantly depending on the type of
excitons. To illustrate this point, we performed a simple
calculation of linear response near a single circular defect in

(0r + 0 —iy) o — o)+ iy —o; +2iy +iy;)

an otherwise perfect QW. The calculated linear response near
WW and NW defects at corresponding resonant frequencies
are shown in Figs. 4(a) and 4(b), respectively. Type A excitons
[solid red line in Fig. 4(a)] correspond to bound states that are
localized within WW defects and decay exponentially outside.
This fast spatial decay leads to small overlap with type B
excitons [dashed green curves in Figs. 4(a) and 4(b)] and even
less overlap with type C excitons [solid blue curve in Fig. 4(b)]
due to the small spatial density of the defects. In contrast,
type C excitons are unbounded scattering resonances that
decay algebraically outside of NW defects. Type B excitons
largely occupy the perfect QW region, but their linear response
functions are perturbed near either type of defects. The strength
of the cross peaks is determined by «; ;. Qualitatively, the large
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FIG. 4. (Color online) Calculated linear response function vs
distance (normalized to the radius of the defect) to the center of
a single circular defect for (a) WW disorder and (b) NW disorder.
Green dashed lines are for type B excitons. Solid red line is for
type A excitons in (a), and solid blue line is for type C excitons in
(b). Simulated 2D spectra when (c) type A and type B excitons are
excited and (d) type B and type C excitons are excited. The linewidth
of exciton resonances are chosen to be 1 meV in (c) and (d).

spatial overlap between excitons B and C leads to coherent
coupling, while the minimal overlap between excitons A and
B accounts for the lack of coupling as illustrated by Figs. 4(a)
and 4(b).
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Simulated 2D spectra are shown in Figs. 4(c) and 4(d),
where the latter confirm coherent coupling between exciton
types B and C. The calculations neglected the incoherent pop-
ulation relaxation dynamics and included several parameters,
including dephasing times and overlap factors (w4, @pc, and
o ac) determined from the single circular defect calculations.
Although the simulated spectra cannot make a quantitative
prediction of coupling strength due to the lack of detailed
information on the disorder potential, the qualitative features
on the presence or absence of coherent coupling are reproduced
robustly.

IV. SUMMARY

In summary, we have identified different types of exciton
resonances in a disordered QW, and more importantly, articu-
lated how the disorder potential governs coherent coupling
between these excitons. Our findings may be applicable
to a broad range of problems, including energy transfer
in natural/artificial photosynthetic systems'*>~'> and charge
transfer in conjugated polymers.
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