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Stability and electronic structure of Cu2ZnSnS4 surfaces: First-principles study
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Currently little is known about the atomic and electronic structure of Cu2ZnSnS4 (CZTS) surfaces, although
the efficiency of kesterite-based solar cells has been increased to over 11%. Through the first-principles
calculations, we studied the possible surface structures of the frequently observed cation-terminated (112)
and anion-terminated (1̄1̄2̄) surfaces, and found that the polar surfaces are stabilized by the charge-compensating
defects, such as vacancies (VCu, VZn), antisites (ZnCu, ZnSn, SnZn), and defect clusters (CuZn + CuSn, 2ZnCu + VSn).
In stoichiometric single-phase CZTS samples, Cu-enriched defects are favored on (112) surfaces and Cu-depleted
defects are favored on (1̄1̄2̄) surfaces, while in non-stoichiometric samples grown under Cu poor and Zn rich
conditions both surfaces favor the Cu-depleted defects, which explains the observed Cu deficiency on the surfaces
of the synthesized CZTS thin films. The electronic structure analysis shows that Cu-enriched surfaces produce
detrimental states in the band gap, while Cu-depleted surfaces produce no gap states and are thus benign to
the solar cell performance. The calculated surface properties are consistent with experimental observation that
Cu-poor and Zn-rich CZTS solar cells have higher efficiency.
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I. INTRODUCTION

The kesterite-structured Cu2ZnSnS4 (CZTS) and
Cu2ZnSnSe4 (CZTSe) semiconductors have been intensively
studied as candidate light-absorber materials for thin film
solar cells and great progress has been made during the past
few years.1–7 Relative to the well-known solar cell absorber
materials such as binary CdTe and ternary Cu(In,Ga)Se2

(CIGSe), quaternary CZTS and CZTSe have drawn increasing
attention because they not only possess the electronic and
optical properties similar to CdTe and CIGSe (band gaps
around 1.0–1.5 eV, high absorption coefficient, etc.),8 but
also have all component elements being nontoxic and earth
abundant. This shows the advantages of the quaternary
semiconductors with increased flexibility in the material
properties. However, the increased number of elements also
causes many properties to be complicated. For example,
although the kesterite structure of CZTS can be derived from
the binary zinc-blende and ternary chalcopyrite structures,
there are many more types of possible lattice defects in
quaternary CZTS.9–11 Similar to the defect properties, the
surface properties of CZTS also become more complicated,
i.e., there are many possible structural patterns (surface
defects) which have not yet been studied.

Surface properties of semiconductors have important influ-
ence on their photovoltaic performance, because the separation
of the photogenerated electron-hole pairs happens usually near
the surfaces or interfaces. A benign band bending near the
surfaces may enhance the separation of electron-hole pair,
while detrimental surface states deep in the band gap may act as
recombination centers. Considering that most of the syn-
thesized CZTS and CZTSe samples are thin films or
nanocrystals,12–15 which have high surface/volume ratios,
the influence of surfaces on their photovoltaic performance
is crucial. Although the CZTS and CZTSe based solar
cells have achieved an energy efficiency as high as 11%,7

the current knowledge about the surface properties is lim-
ited. For ternary CuInSe2 (CISe), theoretical calculations16,17

and experiments18,19 showed that the formation of charge-
compensating defects (VCu, CuIn, InCu) stabilizes the polar
(112)/(1̄1̄2̄) surfaces relative to the nonpolar (110)/(1̄1̄0̄)
surfaces. Whether similar effects exist for quaternary CZTS
has now become a natural question. Interestingly, XRD
patterns of CZTS thin films showed that the most preferred
surface orientation is (112)/(1̄1̄2̄)20–23 rather than (110)/(1̄1̄0̄).
As there are much more intrinsic defects in CZTS than in
CISe,9–11 it is so far not clear what kind of surface defects
stabilize the CZTS (112)/(1̄1̄2̄) surfaces, and whether these
surface defects produce detrimental states in the band gap.

One of the unique properties for CZTS is that the achievable
chemical potential range for stable stochiometric CZTS is very
narrow.9–11 Therefore, to avoid bulk detrimental defects,11 the
synthesized samples are usually nonstoichiometric, e.g., the
highest-efficiency solar cells are Cu poor and Zn rich with
the element ratios Cu/ (Zn + Sn) ≈ 0.8 and Zn/Sn ≈ 1.2,
significantly deviating from their stoichiometric values.24–26

The surfaces in the stoichiometric and nonstoichiometric
samples can differ significantly, so understanding the surface
differences might be the key to increasing the efficiency of the
nonstoichiometric solar cells. A recent x-ray photoelectron
(XPS) study found that the CZTS thin film has Cu-deficient
surfaces27 which may produce a downward band bending near
the surface; however, the exact origin of the Cu deficiency and
whether the surface Cu deficiency is a general character of
CZTS samples are not clear.

All these open questions highlight the necessity of a compu-
tational study on the atomic and electronic structure of CZTS
surfaces. In this paper, using the first-principle calculations we
studied the energetic stability and the electronic structures
of possible structure configurations for the experimentally
preferred CZTS (112) and (1̄1̄2̄) surfaces. Through the
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FIG. 1. (Color online) Structural plot of the cation-terminated
(112) [top] and anion-terminated (1̄1̄2̄) [bottom] surfaces of the
kesterite CZTS. The red, green, blue, and yellow balls show Cu,
Zn, Sn, and S atoms in order, and the black lines show the range
of the surface unit cells. A (2 × 1) surface supercell is shown
here.

calculation of the surface energies, we revealed the origin of
the Cu deficiency, and discussed its dependence on the growth
environment (chemical potentials). The electronic structure
shows that Cu-enriched surfaces produce detrimental gap
states, while Cu-deficient surfaces are clean surfaces without
gap states and are beneficial to the solar cell performance,
which can be facilitated by the Cu-poor and Zn-rich growth
condition.

II. CONFIGURATIONS OF SURFACE STRUCTURE

The present study concentrates on the (112)/(1̄1̄2̄) surfaces
which are observed in XRD patterns.20–23 The (112)/(1̄1̄2̄)
orientation of the chalcopyrite CISe and kesterite CZTS
is equivalent to the (111)/(1̄1̄1̄) of the binary zinc-blende
structure, with the cation layer and anion layer stacked
alternately as shown in Fig. 1. Therefore, the ideal (112)/(1̄1̄2̄)
surfaces without reconstruction belong to Tasker’s type-III
polar surfaces,28 i.e., two surfaces terminated with a cation
layer and an anion layer exhibit charge imbalance, which
leads to long-range charge transfer or otherwise electrostatic
catastrophe, so usually the polar surfaces are not stable. The
polar surfaces can be stabilized when the surface reconstructs,
such as forming vacancies or adsorbing atoms that can
compensate the charge imbalance. An empirical electron
counting rule (ECR) was proposed,29–31 which states that
a surface is stable when the cation dangling bonds at the
surface are unoccupied and the anion dangling bonds at the
surface are fully occupied. The ECR is applicable to many
semiconductor surfaces such as those of GaAs,32 ZnO,33

and CISe,17 e.g., the (112)/(1̄1̄2̄) surfaces of CISe with
the ECR satisfied through the formation of surface defects
(Cu vacancy, Cu on In antisite, etc.) were found to be
stable both theoretically16,17 and experimentally.18,19 There-
fore, in the present study of the CZTS (112)/(1̄1̄2̄) surfaces,
we use ECR to screen and classify the possible structure
configurations.

For the cation-terminated (112) surface, there are two Cu,
one Zn, and one Sn dangling bonds on each (1 × 1) surface
unit cell as shown in Fig. 1; each dangling bond has 1/4, 1/2, and
1 electron, respectively, so two extra electrons per cell should
be removed to satisfy the ECR. This can be achieved through

the formation of acceptorlike surface defects. Based on the
ECR, we considered all possible configurations of the surface
defects in (1 × 1) or (2 × 1) surface supercells, and low energy
configurations under different chemical potential conditions
are shown in Figs. 2(a)–2(g), where the top and bottom panels
show the configurations before and after structural relaxation,
respectively: (a) the two extra electrons are compensated by
two Cu vacancies (2VCu) in the (1 × 1) unit cell; (b) one Zn
vacancy (VZn) in (1 × 1) cell; (c) the four extra electrons are
compensated by one Sn vacancy (VSn) in the (2 × 1) supercell;
(d) one Zn-on-Sn antisite (ZnSn) in (1 × 1) cell; (e) one Zn
vacancy and two Cu vacancies (VZn + 2VCu) in (2 × 1) cell.
(f) Two Zn-on-Cu antisites and one Sn vacancy (2ZnCu + VSn)
in (1 × 1) cell; (g) one Cu-on-Zn and one Cu-on–Sn antisite
(CuZn + CuSn) in (2 × 1) cell.

The formation of these charge-compensating surface
defects induces large structural relaxation from the ideal
structure, similar to that on the surfaces of binary and ternary
semiconductors,17,34–36 i.e., most of the top-layer cations
tend to move inward to the surface and form sp2 bond
angle. Specifically, (a) for 2VCu, the relaxation is mainly
perpendicular to the surface (along z direction); the Zn and
Sn move downward by about 0.69 Å and 0.89 Å. (b) For
VZn, the three nearest-neighbor S atoms in the subsurface
layer displace towards the vacancy by about 0.25 Å, 0.08 Å,
and 0.44 Å, respectively. Additionally, the top-layer Sn atom
moves downward by about 0.87 Å in the z direction. (c) For
VSn, the right Sn atom on the surface moves upward by about
0.6 Å, making it obviously out of the plane. (d) For ZnSn, the top
two layers become almost coplanar. (e) For VZn + 2VCu, the
rest Cu, Zn, and Sn atoms move downward by about 0.73 Å,
0.71 Å, and 0.84 Å, respectively. (f) For 2ZnCu + VSn, the
Zn atom plane move downward by about 0.66 Å. (g) For
CuZn + CuSn, the movement along the z direction is −0.66 Å,
−0.64 Å, and +0.60 Å for Cu, Zn, and Sn on the top layer in
order. This large relaxation makes the top two layers get close
to being coplanar, except for the Sn atom.

For the (1̄1̄2̄) surface terminated with the S anions (bot-
tom surface in Fig. 1), two electrons should be added per
(1 × 1) surface unit cell to satisfy the ECR. This can be
achieved through the formation of donorlike surface defects.
Figures 2(h)–2(k) shows four lowest-energy configurations
with different surface defects: (h) Sn adatom (Snadatom) in
(2 × 1) cell; (i) two Zn-on-Cu antisite (2ZnCu) in (1 × 1) cell;
(j) Sn-on-Zn antisite (SnZn) in (1 × 1) cell; (k) Zn adatom
(Znadatom) in (1 × 1) cell. Note that the cation-on-cation antisite
defects are in the subsurface layer. Structural relaxation shows
that (h) for Snadatom, the adatom on the bridging site is more
stable than on top of the S atom by about 93 meV/a0

2

(the calculated lattice constant a0 = 5.33 Å). (i) For 2ZnCu,
due to the larger size of Zn than Cu, the S on the topmost surface
move away from the antisite defect by a maximum of 0.17 Å.
(j) For SnZn, the three nearest neighbor S atoms on the surface
displace away from SnZn by more than 0.1 Å due to the larger
atomic size of Sn relative to Zn. (k) For Znadatom, the adatom is
also more stable at the bridging site, with a large displacement
from on top of the S atom. Besides the structures shown in
Figs. 2(h)–2(k), the higher-energy structures such as two 2Cu
adatoms (2Cuadatom) and S vacancy (VS) are considered but
not shown here.
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FIG. 2. (Color online) Sideview of the kesterite CZTS (112) [(a)–(g)] and (1̄1̄2̄) [(h)–(k)] surfaces with different structure configurations
(surface defects). The top and bottom parts of each panel show the structures before and after relaxation, respectively. The red, green, blue, and
yellow balls show Cu, Zn, Sn, and S atoms in order. The arrows denote the location of the surface defects, and the dashed line means that one
atom is removed from the site.

III. CALCULATION PROCEDURE OF (112)/(1̄1̄2̄)
SURFACE ENERGIES

Usually the theoretical study of surfaces uses the slab
model, in which the sum of the surface energies of the top
(t) and bottom (b) surfaces, Et

s + Eb
s , can be calculated by

Et
s + Eb

s = Eslab − NEbulk(CZTS) + nCu
(
μCu + Ebulk

Cu

)

+ nZn
(
μZn + Ebulk

Zn

) + nSn
(
μSn + Ebulk

Sn

)

+nS

(
μS + Ebulk

S

)
, (1)

where Eslab is the calculated total energy of the slab,
Ebulk(CZTS) is the total energy per unit cell of the bulk CZTS,
N is the number of CZTS unit cells that the ideal slab model
contains,nCu (similarly for nZn, nSn, and nS) is the number of
Cu atom removed from the ideal slab to the external reservoir
during the formation of a certain surface or surface defect, and
μCu + Ebulk

Cu gives the energy of Cu in the chemical reservoir
(similarly for Zn, Sn, and S). In the expression μCu + Ebulk

Cu ,
μCu is the chemical potential of Cu referenced to bulk Cu and
Ebulk

Cu is the total energy per atom of the bulk Cu, so μCu = 0
means that Cu is as rich as in the growth environment that
the bulk Cu will start to form. To synthesize the single-phase
CZTS samples without the coexistence of bulk Cu, Zn, Sn, and
S, and secondary compounds such as CuS, Cu2S, SnS, SnS2,
ZnS, and Cu2SnS3, the chemical potentials μCu, μZn, μSn, and
μS are limited in a range shown in Fig. 3, which is similar
to previous results from the calculation using the generalized
gradient approximation (GGA).9

For some surfaces, like (110) or (001), a symmetrical slab
with equivalent top and bottom surfaces can be constructed, so
the surface energy of an individual surface can be calculated

directly from (Et
s + Eb

s )/2. However, for the (112) surface
terminated with cations [similarly for (1̄1̄2̄) surface terminated
with anions], it is impossible to construct a slab with the
equivalent top and bottom surfaces, so the direct method
given above cannot give the top and bottom surface energy
separately.

FIG. 3. (Color online) Calculated region in the (μCu, μZn, μSn,
μS) chemical potential space that stabilizes the single phase of
Cu2ZnSnS4, as shown by the area surrounded by four corners A-B-C-
D in μCu = 0 (Cu-rich) plane and the point G in the μCu = −0.55 eV
(Cu poor) plane. μCu, μZn, μSn, and μS are in the unit of eV. The stable
region shrinks as Cu become poorer (decreasing μCu). Two points E
(−0.15,−1.30,−0.81,−0.42) and F (−0.35,−1.40,−0.83,−0.29) are
on the line of A-G.
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In order to calculate the surface energy for the (112) and
(1̄1̄2̄) surfaces individually, we used an algorithm similar to
that proposed in Ref. 37, in which the (111) and (1̄1̄1̄) surface
energies of zinc-blende structures are calculated through a
three-step procedure. Specifically, to calculate the surface
energy of the cation-terminated (112) surface of CZTS, first
we construct a symmetrical slab with the cation-terminated
(001) surfaces as top and bottom surfaces, so the surface
energy of the cation-terminated (001) can be calculated
according to Eq. (1). Note here the polar (001) surface is
passivated by the pseudohydrogen atoms, and the contribution
of pseudohydrogen atoms will be cancelled in the final results.
Then, we construct a wedge with two anion-terminated (1̄1̄2̄)
surfaces and one cation-terminated (001) surface (all the three
surfaces are passivated by pseudohydrogen), and the sur-
face energy of the anion-terminated (1̄1̄2̄) surfaces can be
calculated from the difference between the energy of all the
surfaces of the wedge and the energy of one cation-terminated
(001) surface. Finally, we construct an asymmetrical slab
with the cation-terminated (112) as the top surface (not
passivated by pseudohydrogen, but by surface defects) and
the anion-terminated (1̄1̄2̄) as the bottom surface (passivated
by pseudohydrogen as in the wedge), so the absolute surface
energy of the cation-terminated (112) surface with a certain
structural configuration (surface defect) can be calculated. A
similar calculation procedure also works for the (1̄1̄2̄) surface.
An example is given in the Supplemental Material43 for the
calculation procedure in detail.

The total energy and electronic structure calculations of the
slabs and wedges are performed using the plane wave method
with projector augmented wave (PAW) pseudopotentials38,39

as implemented in the VASP code.40,41 The cutoff energy for
the plane wave basis is 500 eV, as required by the pseudo-
hydrogen pseudopotentials. The local-density approximation
(LDA)42 to the exchange-correlation functional is used for
the structural relaxation and total energy calculation with the
force on every atom converged to lower than 0.05 eV/Å.
The pseudohydrogen surface passivation makes the charge
of each surface atom satisfy the octet rule, i.e., a q = 1.75e,
q = 1.5e, q = 1e, and q = 0.5e charged pseudohydrogen is
added to passivate the Cu, Zn, Sn, and S dangling bond,
respectively, as plotted in the Supplemental Material.43 For
asymmetrical slabs, the remaining polarity after passivation
may produce error in the total energy and potential due to
the finite size of the slabs; the dipole correction is applied as
described in the Ref. 44. The electronic structure of the slabs,
such as the projected density of states (PDOS) on different
layers of the slab, is calculated using the nonlocal hybrid
functional HSE06,45–47 which has been shown to be more
accurate in calculating the band gap and electronic structure of
CZTS.48,49 The k meshes used for the static HSE06 calculation
are 2 × 2 × 1 for (1 × 1) unit cell and 1 × 2 × 1 for (2 × 1) unit
cell slabs.

IV. STABILITY OF DIFFERENT (112)/(1̄1̄2̄) SURFACE

With the surface energy calculated for different structure
configurations (surface defects), we can now analyze the
stability of different configurations. This will be discussed
for two kinds of CZTS samples: (i) the stoichiometric samples
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FIG. 4. (Color online) Surface energies (in eV/a0
2) of different

structure configurations as a function of the chemical potential along
the A-B-C-D-E-F-G line, for the kesterite CZTS (112) and (1̄1̄2̄)
surfaces.

synthesized under the chemical potential conditions that favor
the single-phase CZTS, like the points A, B, C, D, E, F,
and G points shown in Fig. 3; (ii) nonstoichiometric samples
synthesized under the chemical potential conditions going out
of the stable region, e.g., Cu poor and Zn rich samples with
Cu/(Zn + Sn) ratios lower than 1 and Zn/Sn ratios higher
than 1.

Surfaces of stoichiometric samples. Figure 4 shows the
calculated surface energies of possible structure configurations
of CZTS (112) and (1̄1̄2̄) surfaces, under the chemical potential
conditions along the A-B-C-D-E-F-G line. For the cation-
terminated (112) surface, the acceptorlike defects are formed
as shown in Figs. 2(a)–2(g), among which Cu enriched defect
pair CuZn + CuSn is energetically the most favorable surface
defect in the whole chemical region. The other two surface
defects VZn and ZnSn have slightly higher energy (at about
1.3 eV/a0

2) than that of CuZn + CuSn (at about 1.1 eV/a0
2).

However, the difference is not very large, so all three defects
are expected to form on the (112) surfaces with the popularity
of the CuZn + CuSn configuration slightly higher than the other
two. As a result of these three dominated defects, the (112)
surfaces are relatively Cu richer and Zn, Sn poorer than inside
the bulk of the stoichiometric CZTS samples.

On the anion-terminated (1̄1̄2̄) surfaces, the donorlike
defects are formed, among which SnZn and 2ZnCu in the
subsurface layer have the comparable energy (0.8 eV/a0

2),
obviously lower than other defects [Fig. 4(b)]. For the (1̄1̄2̄)
surfaces of the chalcopyrite CISe, the dominant defect is InCu

17

045427-4



STABILITY AND ELECTRONIC STRUCTURE OF Cu . . . PHYSICAL REVIEW B 88, 045427 (2013)

which is similar to SnZn and 2ZnCu on compensating the charge
of the anion-terminated surfaces. The comparable energy of
SnZn and 2ZnCu indicates that the number of low-energy
configurations increases for the (1̄1̄2̄) surfaces of CZTS, and
both kinds of surface configurations may exist, which makes
the surface properties more complicated. In contrast to the case
of the (112) surface, the formation of SnZn and 2ZnCu makes
the (1̄1̄2̄) surface Cu poorer and Zn, Sn richer than inside the
bulk.

Comparing the absolute surface energy values of (112) and
(1̄1̄2̄) low-energy configurations, we can see that the (1̄1̄2̄)
value is always lower than the corresponding (112) value,
indicating that the popularity of the anion-terminated (1̄1̄2̄)
surfaces should be higher than the cation-terminated (112)
surfaces. When the Cu chemical potential is 0 (the Cu richest
conditions, like at the B and C points in Fig. 3), the popularity
of the (1̄1̄2̄) surfaces is slightly higher than (112) surfaces,
and under all other conditions (Cu becomes poorer), the
popularity difference becomes more obvious. Experimentally,
the (112)/(1̄1̄2̄) orientation preference is observed for the
synthesized thin films;20–23 however, it is not clear whether the
surface is the cation terminated (112) or the anion terminated
(1̄1̄2̄). Our calculation shows clearly that the anion-terminated
(1̄1̄2̄) surfaces should be easier to form for the free-standing
stoichiometric samples. On the other hand, since the cation-
terminated (112) surfaces prefer Cu-rich defects while the

anion-terminated (1̄1̄2̄) surfaces prefer Cu-poor defects, the
higher popularity of the (1̄1̄2̄) surfaces means that overall the
surfaces of the stoichiometric samples should be Cu poor,
and Zn, Sn rich, which is consistent with the recent x-ray
photoelectron (XPS) observation that the CZTS thin film has
Cu-deficient surfaces.27

Surfaces of nonstoichiometric samples. Under the real
growth conditions to optimize the material properties,11 the
chemical potential is often not exactly in the range that
stabilizes the single-phase stochiometric CZTS, so the synthe-
sized samples are usually nonstoichiometric. One interesting
observation of the CZTS solar cells is that the highest efficiency
is achieved when the light-absorber material CZTS is Cu poor
and Zn rich, with the element ratios Cu/ (Zn + Sn) ≈ 0.8 and
Zn/Sn ≈ 1.2 significantly deviating from the ideal values,24–26

so it is important to investigate the surface properties in these
nonstoichiometric thin films.

Figure 5 shows the (112) and (1̄1̄2̄) surface energies of
CZTS when the chemical potential goes beyond the stable
range. Several trends can be found. (i) When Cu is rich (μCu

close to 0), the Cu-enriched CuZn + CuSn is the dominant (112)
surface defect, but as Cu becomes poorer, 2VCu becomes
dominant, and VZn + 2VCu and 2ZnCu + VSn also decrease
their energies significantly. This means that the most popular
structures of (112) surfaces in Cu-poor samples is 2VCu,
different from in stoichiometric samples. (ii) The low-energy
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defects of (1̄1̄2̄) surfaces are always SnZn and 2ZnCu, in the
whole range of μCu, and the energy of 2ZnCu decreases rapidly
as Cu becomes poor, indicating that the (1̄1̄2̄) surfaces become
even more Cu poor in the Cu-poor nonstoichiometric CZTS
samples. (iii) As Zn becomes rich (μZn increases), the (112)
surfaces are dominated by ZnSn and 2ZnCu + VSn, and (1̄1̄2̄)
surfaces are dominated by 2ZnCu, so both surfaces are Zn rich
and Cu poor. (iv) As Zn becomes poor, the (112) surfaces
are dominated by VZn and CuZn + CuSn, and (1̄1̄2̄) surfaces
are dominated by SnZn, making both surfaces Zn poor and Cu
rich. In short, when the growth condition changes from Cu rich,
Zn poor to Cu poor, Zn rich, (112) surfaces reconstruct from
CuZn + CuSn or VZn to 2VCu, VZn + 2VCu, 2ZnCu + VSn or
ZnSn, and (1̄1̄2̄) surfaces may reconstruct from SnZn to 2ZnCu.
A similar change of the preferred surface defects also exists in
CISe,17 i.e., from the Cu rich to Cu poor conditions, the stable
defect changes from Cu-enriched CuIn to Cu-depleted 2VCu

on (112) surfaces.
Based on the above analysis, we predict that the CZTS

films with Cu/ (Zn + Sn) ≈ 0.8 and Zn/Sn ≈ 1.2 should
have 2VCu, 2ZnCu + VSn, or ZnSn dominated (112) surfaces
and 2ZnCu dominated (1̄1̄2̄) surfaces. The calculated surface
energies reveal quantitatively the origin of the observed Cu
deficiency. Furthermore, in the Cu poor and Zn rich thin
films, the energy of the stable (1̄1̄2̄) surface configurations
becomes much lower than that of (112) surfaces, indicating
the anion-terminated (1̄1̄2̄) surfaces should have much higher
popularity than the (112) surfaces, so their contribution to
photovoltaic performance should be more important.

V. ELECTRONIC STRUCTURE OF
LOW-ENERGY SURFACES

The surface energy calculations have revealed the dominant
structure configurations, and we now discuss the electronic
structure consequences of these configurations, to investigate
their influence on the CZTS solar cell performance.

Figure 6 shows the partial density of states (PDOS)
projected on different bilayers (cation + anion) of the slabs.
The PDOS of the surface bilayers for different surface
configurations [2VCu, CuZn + CuSn, 2ZnCu + VSn, ZnSn for
(112) surfaces, and 2ZnCu, SnZn for (1̄1̄2̄) surfaces] is aligned
with the valence band maximum (VBM) level of the bulk
PDOS taken as the reference. It is clear that there is a band gap
around 1.3 eV in the bulk PDOS. (Note, because the HSE06
hybrid functional is only used to calculate the DOS whereas the
relaxation of both the lattice constants and atomic coordinates
uses the LDA functional to reduce the computational cost,
the gap is slightly smaller than the value 1.5 eV calculated
previously where the HSE06 functional was used for the
relaxation of the atomic coordinates at the experimental lattice
constants.48) If the surface states fall deep inside the band gap
of the bulk, they may become the recombination centers of
the photo-generated electron-hole pairs on the surfaces, which
will be detrimental to the solar cell efficiency.

Comparing the PDOS of different surface configurations,
we find that (i) all the charge-compensated surfaces do not
induce valence band edge upshift. Like in the bulk CZTS, the
top of the valence band is mainly composed of the S 3p and Cu
3d states, whose p-d hybridization is much stronger than that

FIG. 6. (Color online) Partial density of states (PDOS) projected
on different bilayers of the slabs with different surface defects. The
calculation is performed using the HSE06 hybrid functional. The
PDOS of the bilayers in the middle of the slab is taken as the DOS of
bulk CZTS. (Note that due to the finite size and k-point sampling, this
could introduce some errors in the details of the shape of the DOS
peaks, but the band edge shift induced by surfaces can be correctly
described.)

with the Zn 3d or Sn 4d states at the top of the valence band, so
only the Cu related defects (2VCu, CuZn + CuSn, 2ZnCu + VSn,
2ZnCu) may induce a valence band edge shift. For 2VCu,
2ZnCu + VSn and 2ZnCu surface configurations, there is no Cu
cation on the surface bilayers, so the PDOS near the valence
band edge is actually decreased, although the band edge is only
slightly shifted down due to the p-d hybridization between
surface S and the subsurface Cu. The case of CuZn + CuSn is
different and will be discussed later.

(ii) All the Cu-depleted and Zn-enriched surface defects do
not induce conduction band edge downshift, and thus produce
no states in the gap. Furthermore, the conduction band edge of
2ZnCu surface is even pushed up, and thus the electrons may
be repelled from the surfaces, decreasing the possibility of the
electron-hole recombination. Based on this, we can predict the
existence of Cu-depleted and Zn-enriched surfaces is benign
to the solar cell performance.

(iii) In contrast to the Cu-depleted and Zn-enriched ones,
the Cu-enriched or Zn-depleted surface defects can create deep
levels inside the bulk band gap, e.g., one electronic energy
level of CuZn + CuSn is in the middle of the band gap of
bulk CZTS, and that of SnZn is below the conduction band
edge of the bulk. From the PDOS of CuZn + CuSn, we can
see that the surface states in the gap inherit the p-d character
of the valence band edge states, which can be understood by
considering that both CuZn and CuSn are acceptor defects and
the replacement of Zn or Sn by Cu enhances the p-d repulsion
in the valence band, so the unoccupied states introduced by
CuZn + CuSn are pushed up significantly from the valence
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band into the gap, and thus become the conduction band edge.
These surface-induced localized gap states are detrimental to
the solar cell performance, because they act as recombination
centers and trap the photogenerated electrons as well as reduce
the effective band gap, thus the open circuit voltage VOC.
Fortunately, our surface energy calculations have shown that
the thin films grown under Cu-poor and Zn-rich conditions
can significantly reduce such kinds of detrimental surface
states, which gives another explanation for the observed
high efficiency of solar cells with Cu poor and Zn rich
absorbers.24–26 Since the (112) surfaces with CuZn + CuSn

defects can possibly form in stoichiometric samples, we can
expect that the solar cells based on stoichiometric absorbers
should have limited efficiency, consistent with experimental
observations.11

VI. CONCLUSIONS

Using the first-principles calculations, we have determined
the stable structures of the kesterite CZTS(112)/(1̄1̄2̄) surfaces
with a series of charge-compensating defects. Two differ-
ent growth conditions (chemical potentials) are considered.
Under the growth condition that favors stoichiometric CZTS
samples, the cation-terminated (112) surfaces prefer to form

Cu-enriched defects and the anion-terminated (1̄1̄2̄) surfaces
prefer to form Cu-depleted defects. However, under the
Cu-poor and Zn-rich condition that favors nonstoichiometric
samples, both surfaces prefer to form Cu-depleted defects.
Through the electronic structure analysis, we found that
Cu-enriched surfaces produce detrimental states in the band
gap while Cu-depleted surfaces are clean without deep gap
states, which provides an explanation to the observation that
Cu-poor and Zn-rich conditions are beneficial to the solar cell
efficiency.
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