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Anisotropic homogeneous linewidth of the heavy-hole exciton in (110)-oriented GaAs quantum wells
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The homogeneous and inhomogeneous linewidths of the heavy-hole exciton resonance in a (110)-oriented GaAs
multiple-quantum-well sample are measured using optical two-dimensional Fourier transform spectroscopy. By
probing the optical nonlinear response for polarization along the in-plane crystal axes [11̄0] and [001], we
measure different homogeneous linewidths for the two orthogonal directions. This difference is found to be
due to anisotropic excitation-induced dephasing, caused by a crystal-axis-dependent absorption coefficient. The
extrapolated zero-excitation density homogeneous linewidth exhibits an activation-like temperature dependence.
We find that the homogeneous linewidth extrapolated to zero excitation density and temperature is ∼34 μeV,
while the inhomogeneous linewidth is ∼1.9 meV for both polarizations.
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GaAs quantum wells (QWs), especially (001)-oriented
QWs, have been studied extensively using ultrafast
spectroscopy techniques.1,2 For example, the dephasing time
of the heavy-hole (HH) exciton resonance was measured from
transient four-wave mixing experiments.3 Improved growth
techniques have led to a reduction in the inhomogeneous
linewidth from a few4 to less than a milli–electron volt.5

More recently, there has been significant interest in (110)-
oriented GaAs QWs. Very long spin relaxation times6,7

and generation of spin currents by optical excitation8 in
these nanostructures find applications in terahertz generation9

and spintronics. In coherent control experiments, the carrier
dephasing rates influence the optically generated currents in
bulk GaAs10 and (001)-oriented QWs.11 A recent coherent
control study on (110)-oriented GaAs QWs revealed novel
photocurrents that directly depend on exciton polarization
dephasing.12 The contribution of excitons to spin currents13

and the electron spin relaxation time14 were also inferred.
However, a clear understanding of excitonic effects in these
QWs is lacking. While it is known that the (110) orientation has
a profound influence on spin scattering rates in GaAs QWs,6

it is not known whether exciton scattering is also affected.
Hence knowledge of the dephasing time of excitons is critical
to understanding excitonic effects in (110)-oriented QWs. To
the best of our knowledge, exciton dephasing times have not
previously been reported for (110)-oriented GaAs QWs.

Optical fields are used to drive interband electronic transi-
tions from the HH or light-hole valence bands to the conduction
band in QWs. The optical properties of semiconductor QWs
are affected significantly by the symmetry of the heterostruc-
ture. For a (110)-oriented GaAs QW, where the QW itself is
symmetric, the in-plane symmetry is reduced to the C2v point
group compared to Td for bulk GaAs and D2d for an undoped
(001)-oriented GaAs QW. The reduced symmetry results in the
different spin (angular momentum) states of the conduction
(valence) bands being split in k space along the [11̄0] crystal
axis, while no splitting exists along the [001] crystal axis15,16

and, along with the k-linear terms of the transition dipole
moment, contributes to the generation of spin currents.

The schematic band structures for the first conduction (sz =
±1/2) and HH valence (jz = ±3/2) bands along the X and Y
directions are shown in Figs. 1(a) and 1(b), respectively. sz and
jz are the projections, on the Z axis, of the spin of an electron
and the total angular momentum of an HH, respectively. We
use a co-ordinate system with the X, Y, and Z axes aligned
along the [001], [11̄0], and [110] crystal axes, respectively, of
the sample.

Another consequence of the reduced symmetry is unequal
transition dipole moments, and thus unequal absorption co-
efficients, for the exciton states polarized along the X and Y
axes in the QW plane due to mixing of the HH and light-hole
valence bands.17,18 This anisotropy affects the homogeneous
linewidth, which is inversely proportional to the dephasing
time, of the HH exciton transition.

In this paper, we report measurements of the homogeneous
and inhomogeneous linewidths of the HH exciton state,
using optical two-dimensional Fourier transform (2DFT) spec-
troscopy, in a (110)-oriented GaAs QW sample for excitation
polarized along X and Y directions in the plane of the QW. The
sample comprises 10 periods of 8-nm-wide QWs separated by
8-nm-wide Al0.3Ga0.7As barriers, which have a lattice constant
almost equal to that of GaAs.19 The well-matched lattice con-
stants result in small strain buildup in the grown heterostruc-
ture. The sample was mounted on a sapphire disk and the
substrate was removed by selective etching for experiments in a
transmission geometry. We find that while unequal absorption
coefficients give rise to anisotropic excitation-induced dephas-
ing (EID) effects, and thus different homogeneous linewidths
for excitons excited along the two polarization directions, the
extrapolated zero-excitation density homogeneous linewidth
is the same for excitations along both directions. A study of
the temperature dependence of the homogeneous linewidth
reveals an activation-like behavior of thermal broadening. We
also compare the results we obtain with those reported for
(001)-oriented GaAs QWs to contrast the exciton dephasing
mechanisms in QWs with the two growth directions.

Optical 2DFT spectroscopy is an extension of the three-
pulse transient four-wave mixing technique.20 The extensions
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FIG. 1. Illustration of the energy levels for the conduction and
HH valence bands in (110)-oriented GaAs QWs, as a function of the
wave vector along (a) the [001] (kx) and (b) the [11̄0] (ky) directions.
The energy ε is shown for the conduction (HH valence) bands with
spin (angular momentum) states sz = ±1/2 (jz = ±3/2).

are subwavelength phase stabilization of the excitation pulses
as a time delay is scanned and measurement of the signal
field rather than the intensity. The phase stabilization enables
us to unwrap the signal into two spectral dimensions by
performing a numerical Fourier transform along the scanned
time delay. An advantage of 2DFT spectroscopy is that we can
simultaneously extract the homogeneous and inhomogeneous
linewidths from a single spectrum. It is also possible to obtain
the real part of the complex signal, which gives us insight
into the contributions to the signal arising from many-body
interactions.

The experimental details along with the setup have been
discussed elsewhere;21 we present a brief description of the
setup here. The sample is kept in a cold finger continuous-
flow helium cryostat. As shown in Fig. 2(a), three excitation
pulses, A, B, and C, are incident on the sample with wave
vectors kA, kB , and kC , respectively. The signal is emitted
in the phase-matched direction kS = −kA + kB + kC , which
ensures that pulse A acts as a conjugate pulse. The signal is
interfered with a reference pulse in a spectrometer and detected
via spectral interferometry by a charge-coupled device camera
with a spectral resolution of 17 μeV. The excitation pulses
have a Gaussian intensity profile and are focused on the sample
with a spot ∼50 μm in diameter. The pulses are ∼120 fs long
and are obtained from a 76-MHz-repetition-rate, mode-locked
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FIG. 2. (Color online) (a) Schematic of excitation pulses A, B,
and C with wave vectors kA, kB , and kC , respectively, incident on
the sample. The signal is emitted in the phase-matched direction kS .
The X and Y directions are indicated on the sample. (b) Rephasing
pulse sequence. Pulse A is incident on the sample first, followed by
pulse B after a time interval τ . Pulse C impinges the sample next, after
delay T . In the presence of inhomogeneous broadening, the signal is
emitted as a photon echo τ after pulse C.

Ti:sapphire laser. All the excitation beams are set to have,
on average, an equal photon density per pulse and, for the
results presented here, the same linear polarization (X or Y).
The polarization of the signal is also analyzed to be the same
as that of the excitation pulses. We refer to the polarization
of all the excitation pulses and the signal as the polarization
scheme. For example, polarization scheme X would mean that
all the excitation pulses and the signal are polarized along the
X axis. Figure 2(b) shows the sequence in which the excitation
pulses are incident on the sample. Pulse A is incident on the
sample first, followed by pulses B and C, in that order. The
delay between pulse A and pulse B is τ and that between
pulse B and pulse C is T ; the signal is emitted after pulse C
during emission time t . This sequence of the excitation pulses
is known as the rephasing sequence because, in the presence of
inhomogeneity in the sample, the signal is emitted as a photon
echo. As shown in Fig. 2(b), the photon echo is emitted when
t = τ . Unless otherwise stated, the results presented in this
paper are obtained from rephasing one-quantum 2DFT spectra,
which are obtained by measuring the spectrally resolved signal
as delay τ is scanned and taking a Fourier transform with
respect to this delay.

Figure 3 shows the real part [Fig. 3(a)] and absolute value
[Fig. 3(b)] of a typical rephasing 2DFT spectrum obtained for
polarization scheme Y with the sample at a temperature of
10 K. The laser spectrum had a full width at half-maximum
bandwidth of ∼16 meV and was tuned to be resonant with
the HH exciton resonance. The dashed diagonal line in the
spectrum marks equal absorption and emission energies.
The vertical axis shows negative absorption energies since
the phase evolution of the polarization during delay τ is
opposite that during t . In Fig. 3(a), the central dispersive peak
(Ex) on the diagonal line is the HH exciton resonance. The
negative absorptive peak (Bx) that is red-shifted relative to
the exciton peak along the emission axis is due to the HH
bound biexciton state. The marked elongation of the HH
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FIG. 3. (Color online) A typical (a) real part and (b) absolute
value normalized 2DFT spectrum of the complex rephasing signal
for polarization scheme Y and a sample temperature of 10 K. The
2DFT spectra represent the third-order nonlinear optical response of
the system in two spectral dimensions. The 2DFT spectrum in (a)
includes negative values since it shows the signal field radiated by the
sample compared to the signal-field amplitude shown in (b). Exciton
(Ex) and biexciton (Bx) peaks are marked in (a). The dotted line at
the bottom of the figures shows the linear absorption spectrum.
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FIG. 4. (Color online) Slices (dashed line) and fits (solid line)
along the (a) diagonal and (b) cross-diagonal directions of the
normalized absolute value spectrum.

exciton peak in the diagonal direction is because of large
inhomogeneous broadening in the sample. The dispersive line
shape of the exciton peak suggests that the signal is dominated
by many-body effects including EID and excitation-induced
shift.22

From an absolute value 2DFT spectrum, such as Fig. 3(b),
the homogeneous and inhomogeneous linewidths are obtained
by simultaneously fitting the diagonal and cross-diagonal
slices to analytical line shapes.23 Figure 4 shows an example
of the data (dashed line) and fit curves (solid line) for a 2DFT
spectrum for polarization scheme Y. The sample was kept
at a temperature of 10 K and the average photon density
of ∼5.4 × 1011 cm−2 per pulse was incident on it. There
is a distinct difference between the cross-diagonal slice and
the obtained fit on the negative-energy wing of the main
peak. This discrepancy is due to the weak biexciton peak,
which was not considered when performing the fits. For
the slices shown in Fig. 4, we obtained values of 0.105
and 1.9 meV for the homogeneous and inhomogeneous
linewidths, respectively. These, and the linewidths reported
later, are the half-width at half-maximum (HWHM) values
of the Lorentzian and Gaussian distribution functions, which
correspond to homogeneous and inhomogeneous linewidths,
respectively,23 and have been obtained after deconvolution
of the signal with the spectrometer response. The ratio of
the linewidths suggests that inhomogeneity is the dominant
broadening mechanism in (110)-oriented GaAs QWs. This
result is expected from the rough growth front along the (110)
direction for GaAs.24

Upon repeating the above measurement for polarization
scheme X while keeping the other parameters the same, we
measured a smaller homogeneous linewidth (0.086 meV),
while the inhomogeneous linewidth was the same. We in-
vestigated the reason for unequal homogeneous linewidths for
the two polarization schemes by varying the average photon
density incident on the sample. Figure 5 shows the variation of
the homogeneous linewidth with the average photon density
per pulse incident on the sample kept at a temperature of
10 K, along with a representative error bar obtained by
repeating the experiment multiple times. Over the range of
photon densities shown, the HH exciton state exhibits different
homogeneous linewidths for X and Y polarization schemes.
For both polarization schemes, the homogeneous linewidth
increases with increasing photon density due to EID,25,26 while
the inhomogeneous linewidth is constant at ∼1.9 meV (data
not shown).
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FIG. 5. (Color online) Incident photon density dependence of
homogeneous linewidth for X (triangles) and Y (circles) polarization
schemes. Linear fits to the data are shown by solid lines. A represen-
tative error bar, obtained by repeating the same experiment multiple
times, is shown. Inset: Absorption spectrum for HH resonance for
X (solid line) and Y (dashed line) polarizations. After subtracting
out the bulk absorption in the substrate, the offset between the two
absorption curves has been adjusted to have the same absorption for
energies lower than the HH exciton resonance. For both the graph
and the inset, the sample was kept at a temperature of 10 K.

For a low photon density incident on the sample, the photon
density dependence of the homogeneous linewidth can be
approximated as27

γ (φ) = γ0 + γEID ∗ φ, (1)

where γ0 is the zero-excitation density homogeneous
linewidth, γEID is the rate of increase in the homogeneous
linewidth with the average photon density per pulse φ incident
on the sample. Solid lines in Fig. 5 are fits to the data using
Eq. (1). The fit parameters listed in Table I show that while the
value of γ0 is the same (within the errors obtained by assuming
constant error in homogeneous linewidth over the range of
photon densities), different values of γEID are obtained for the
two polarization schemes.

In Eq. (1), we use the average photon density per pulse
incident on the sample rather than the exciton density in
the QWs to quantify the effect of EID on the homogeneous
linewidth. This is valid because, for a relatively low photon
density, the excitation density is directly proportional to the
incident photon density. From the absorption spectra shown
in the inset in Fig. 5, we estimate that the absorption of the
HH exciton transition is ∼1.3 times larger for Y polarization
compared to X polarization. The difference in the exciton
density for the same photon density incident on the sample
results in different γEID values for the two polarization
schemes. From the ratio of γEID for the two polarization
schemes, we estimate an excitation density ratio of 1.5 ± 0.1

TABLE I. Parameters of Eq. (1) for the fits shown in Fig. 5

Polarization γ0 γEID

scheme (μeV) (×10−17 eV cm2)

X 41 ± 2 8.1 ± 0.6
Y 42 ± 2 12.1 ± 0.5
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for polarization scheme Y to scheme X. This ratio is in
reasonable agreement with the estimate from the absorption
curves and supports our analysis that anisotropic EID results in
different homogeneous linewidths of the HH exciton transition
polarized along X and Y axes.

For an electronic transition, both the absorption coefficient
and the radiatively limited homogeneous linewidth are directly
proportional to the square of the transition dipole moment.28

Hence, if radiative decay was the only process contributing to
γ0, from unequal absorption coefficients for the HH exciton
transitions polarized along the X and Y axes, we would expect
different γ0 values for the two polarizations. Equal values of
γ0 for both the polarizations suggest that it is not radiatively
limited.

We can measure the population decay times from a rephas-
ing zero-quantum 2DFT spectrum,29,30 which is obtained by
recording the spectrally resolved signal while scanning delay
T and taking a Fourier transform with respect to the delay to
get the mixing energy axis. Figure 6(a) shows such a 2DFT
spectrum, for polarization scheme Y with the sample at a
temperature of 10 K, where we plot the normalized signal
intensity. When only a single resonance is excited, as is the
case presently, the system is in a population state during T .
Hence the linewidth in the mixing energy direction gives the
population linewidth. We fit a slice from the zero-quantum
2DFT spectrum, indicated by the dashed line in Fig. 6(a), to a
double Lorentzian. The linewidth of the narrower Lorentzian
gives the population lifetime. The slice (dashed line) and the
best-fit curve (solid line) are shown in Fig. 6(b). We measure a
population linewidth of ∼10 μeV at a temperature of 10 K. We
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FIG. 6. (Color online) (a) Rephasing zero-quantum 2DFT spec-
trum for polarization scheme Y. The spectrum plots the normalized
signal intensity. (b) The slice (dashed line) at the center of the
inhomogeneous distribution of the spectrum in (a); the solid line
shows the best-fit double Lorentzian curve.
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FIG. 7. (Color online) Sample temperature dependence of γ0 for
the X (triangles) and Y (circles) polarization schemes. The fit, per
Eq. (2), is represented by the solid (dashed) line for polarization
scheme X (Y). Error bars represent statistical errors only, and
additional systematic error might also be present. Note that for a
few temperatures the data points for polarization schemes X and Y
overlap.

would like to point out that we did not measure different pop-
ulation linewidths for X and Y polarization schemes. However,
due to the ∼2 μeV uncertainty in the population linewidths
measured, we cannot confirm the presence of nonradiative
population decay pathways. In the absence of pure dephasing
mechanisms, the measured population linewidth would result
in a homogeneous linewidth of ∼5 μeV for both the X
and the Y polarization schemes. Since the measured γ0 is
roughly 8 times this value, we can unambiguously conclude
that pure dephasing processes contribute significantly to the
measured γ0. Exciton-phonon interaction is an important
mechanism that contributes to the homogeneous linewidth in
QWs. We investigate this interaction through the temperature
dependence of the homogeneous linewidth.

We repeated the power dependence study presented earlier
for different sample temperatures varying from 6 to 50 K.
We plot the values of γ0 for polarization schemes X and Y
for different temperatures in Fig. 7. For both polarization
schemes, nearly equal values of γ0 are obtained over the
temperature range studied, as expected from the discussion
of the anisotropic EID effect earlier. Additionally, we find
that γ0 increases with the sample temperature for both
polarization schemes. As the lattice temperature increases,
exciton-phonon interactions increase, resulting in a faster
dephasing of excitons. Since the phonon population follows
a Bose-Einstein distribution, we can describe the thermal
broadening as

γ0(Ts) = γ0(0) + γ ∗[e
Eph
kB Ts − 1

]−1
, (2)

where we have written γ0 as a function of the sample temper-
ature Ts , γ ∗ is the amplitude of the thermal dephasing term,
Eph is the energy of the dominant phonon mode responsible
for the dephasing, and kB is the Boltzmann constant. In Eq. (2)
we have considered the contribution of only a single phonon
mode to the pure dephasing of excitons. Equation (2) is similar
to the one used by Lee et al.31 for (001)-oriented GaAs QWs.
The difference here is that we have not used the term that
is linear in Ts , have kept Eph as an adjustable parameter, and
have not considered impurity scattering effects. Best-fit curves
are shown in Fig. 7 by a solid (dashed) line for polarization
scheme X (Y). Values obtained for the fit parameters, which
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TABLE II. Parameters of Eq. (2) for the fits shown in Fig. 7.

Polarization γ0(0) γ ∗ Eph

scheme (μeV) (meV) (meV)

X 34 ± 2 0.24 ± 0.03 3.1 ± 0.3
Y 35 ± 4 0.22 ± 0.08 2.9 ± 0.7

are equal for the two polarization schemes (within the errors),
are listed in Table II.

We find that the zero-excitation density homogeneous
linewidth extrapolated to 0 K, γ0(0), is ∼34 μeV (correspond-
ing to a dephasing time of ∼20 ps) and phonons with an
energy of ∼3 meV are predominantly responsible for the faster
dephasing of the HH exciton polarization at high temperatures.
Usually Eph corresponds to a transition to a real state, which, in
this case, could be delocalized exciton states centered ∼3 meV
above the line center of the HH exciton inhomogeneous
distribution. This activation would be an incoherent process
that we can probe by varying the time delay between the
second and the third pulses.32 We do not see any activation
peak in these complimentary experiments (spectra not shown),
which suggests that the thermal broadening is due to an
elastic exciton-phonon scattering-mediated virtual activation
process. However, an activation peak too weak to be seen
and/or activation to a dark state due to a change in the in-plane
momentum of excitons cannot be ruled out. The equal values
of γ ∗ and Eph for both polarization schemes suggest that
the activation mechanism is isotropic for exciton transitions
polarized along the X and Y directions.

Compared with the population times reported earlier, the
values of γ0(0) obtained for the two polarizations indicate that
the HH exciton transition is dominated by pure dephasing
processes even at low temperatures. We attribute this dephas-
ing to acoustic phonon-assisted tunneling of excitons between
localization sites,33 which exists due to disorder in the sample.
This tunneling is important at low temperatures and does not
show any activation-like behavior if it is accompanied by the
emission of phonons.

We would like to point out that studies of temperature
dependence of the homogeneous linewidth of HH excitons

in (001)-oriented GaAs QWs have shown31,34–36 that at low
temperatures (<50 K) the linewidth increased linearly with
the temperature. This behavior would be replicated by Eq. (2)
for Eph � kBTs . Thus, we conclude that for (001)-oriented
GaAs QWs, Eph would be lower than what we measure for
the (110)-oriented QWs. We would also like to note that for
(001)-oriented GaAs QWs with well widths ranging from 5 to
13 nm, low-temperature dephasing times of 1–12 ps have been
reported.5,25,34,36,37 The homogeneous linewidth of excitons is
sensitive to the inhomogeneity. As a consequence, the results
in the publications cited above show quite large variation in
dephasing times, although all those results are for samples
with a relatively small inhomogeneous linewidth (HWHM
<0.5 meV). While the dephasing time we report here for
(110)-oriented QWs is slightly longer than these values, it is
shorter than the value of ∼70 ps reported for a (001)-oriented
sample with significantly greater inhomogeneity.3

In conclusion, we have measured the linewidths of
the HH exciton resonance in (110)-oriented GaAs QWs.
The measurements reveal that inhomogeneous broadening
is the dominant broadening mechanism. In addition to report-
ing the dephasing time in a QW with reduced symmetry such
as (110)-oriented GaAs QWs for the first time, we have also
discussed important phenomena that affect the dephasing time.
We show that anisotropic dipole moments along the X and
Y crystal axes, through EID, result in different homogeneous
linewidths for exciton transitions polarized along the two axes.
We find that the increase in homogeneous linewidth with
temperature is isotropic along X and Y axes and shows an
activation-like behavior and that the homogeneous linewidth,
even at low temperatures, is dominated by pure dephasing
processes.
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