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Tunneling properties versus electronic structures in Si/SiO2/Si junctions from first principles
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Using first-principles calculations, we study tunneling properties and electronic structures of
Si(001)/SiO2/Si(001) junctions in a wide energy range covering the local energy gap in the SiO2 regions.
We show that the tunneling spectra T (E) as functions of energy E have overall similarity to the projected
densities of states (PDOS) at the centers of the SiO2 regions, but T (E) and PDOS have significant difference in
their dependencies on the SiO2 thickness. From the energy dependencies of T (E) and PDOS, distinctive energy
ranges are recognized in the valence and conduction bands, reflecting the local electronic structures in the SiO2

region induced from the Si regions. From the difference in the SiO2-thickness dependencies of T (E) and PDOS
and from eigenchannel analysis, we find that the tunneling wave function inside the SiO2 region decreases with
a decay rate which itself decreases as the tunneling distance increases, resulting in a smaller averaged decay
rate per length for a thicker SiO2 region. These results provide a rich picture for the SiO2 barrier in the aspects
of tunneling and local electronic structures, and a theoretical framework generally applicable to other tunneling
barriers.
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I. INTRODUCTION

For Si-based nanometer-scale electronic devices, many
experimental and theoretical studies have been performed
on Si/SiO2 interfaces and Si/SiO2/Si structures.1–39 Var-
ious experimental methods have been employed to find
atomic and electronic structures of Si/SiO2 interfaces, in-
cluding x-ray photoelectron spectroscopy,1,2 electron energy
loss spectroscopy,3 core-level spectroscopy,4,5 high-resolution
medium-energy ion scattering,6 and Si 2p photoemission spec-
troscopy (PES).7–10 It is found experimentally that suboxidized
Si layers (SiOx) are present at Si/SiO2 interfaces, showing
all oxidation states.1–5,7,8 Regarding the current blocking
role of SiO2 layers, tunneling currents have been measured
by scanning tunneling microscopy of Si/SiO2 structures11,12

and by direct current-voltage measurements of Si/SiO2/Si
devices.13–15

Theoretical studies have been performed on atomic struc-
tures, electronic properties, and tunneling properties of Si/SiO2

interfaces and Si/SiO2/Si structures.16–36 Atomic structures
of Si/SiO2 interfaces in Si/SiO2/Si structures have been
modeled by using crystalline SiO2 structures,16–20 first-
principles molecular dynamics,21,22 and the Monte Carlo
approach.23,24 Electronic properties of Si/SiO2 interfaces have
been examined in Si/SiO2/Si structures25–28 and Si/SiO2

superlattices.29 Tunneling properties through nanometer-thick
SiO2 layers in Si/SiO2/Si structures have been studied with
a semiempirical tight-binding scattering method30 and first-
principles methods.31–36 In particular, effects of defects on
the tunneling current were studied with the matrix Green’s
function method,34 and effects of interfacial structures on
the tunneling current were investigated with the real-space
finite-difference approach35 and the scattering-state method.36

One of the final goals of the above studies is to establish
quantitative dependence of the transport properties on the
atomic structures. This can be achieved by understanding
the relationships between the transport properties and the

electronic structures as well as between the electronic struc-
tures and the atomic structures. In the cases of nanostructures
with insulating SiO2 regions, it is appropriate to compare the
tunneling spectrum through SiO2 regions and the density of
states (DOS) inside the SiO2 regions. In principle, the former
is a non-equilibrium property requiring an open boundary
condition, while the latter is an equilibrium property that can be
obtained with a periodic boundary condition. In the literature,
Demkov et al.33 compared the overall energy dependencies of
the tunneling spectra and the local density of states (LDOS),
and Kang et al.34 performed detailed comparison of the
tunneling spectra and LDOS to find defect-assisted electron
tunneling. Here, in our present work, we compare detailed
energy dependencies of the tunneling spectra in Si/SiO2/Si
junctions and the projected densities of states (PDOS) onto
atoms near or inside the SiO2 regions, with and without orbital
decomposition, in order to clarify the tunneling properties
depending on the atomic structures of the junctions.

In Si/SiO2/Si junctions, tunneling properties through SiO2

regions can be understood in terms of Si-induced midgap states
in SiO2 regions, which are evanescent waves that connect
smoothly to propagating states in the Si regions. In bulk
SiO2, evanescent waves are energy eigenstates with complex
wave vectors, whose imaginary parts provide decay rates of
the wave functions through SiO2 regions. Previous theoretical
studies have investigated tunneling through SiO2 insulators
by considering the smallest decay rate corresponding to the
smallest imaginary part of the complex wave vectors.30,32,37

This is the case when a SiO2 region is thick enough for
the tunneling to be dominated by the slowest decaying
state, but other decaying states may also contribute to the
tunneling for an ultrathin SiO2 case. In our present work, we
clarify decaying behaviors of midgap states inside ultrathin
SiO2 regions by comparing SiO2-thickness dependencies of
tunneling spectra and PDOS and by analyzing the wave
functions for eigenchannels.
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In this paper, we present first-principles calculations
of tunneling properties through ultrathin SiO2 regions in
Si(001)/SiO2/Si(001) junctions and compare them with elec-
tronic structures inside and near the SiO2 regions. We show
that tunneling spectra T (E) and PDOS at centers of the SiO2

regions have overall similarity in their energy dependencies,
but have significant difference in their dependencies on
the SiO2 thickness. From their energy dependencies, we
distinguish three energy ranges in the valence and conduction
bands, respectively: (i) low energy ranges within 1 ∼ 2 eV from
the Si band edges, (ii) intermediate energy ranges beyond 1 ∼
2 eV but within 3 eV, and (iii) high energy ranges beyond 3 eV.
These distinctive energy ranges reflect electronic structures in
the SiO2 region induced from the Si regions. We also analyze
the difference in the SiO2-thickness dependencies of T (E)
and PDOS, and perform eigenchannel analysis. With these,
we show that the decay rate per length of a tunneling wave
function is not independent of the tunneling distance inside the
SiO2 region, but it decreases slightly as the tunneling distance
increases, which results in a smaller averaged decay rate per
length for a thicker SiO2 case. Similar features should exist in
other semiconductor/insulator/semiconductor (SIS) junctions,
so our results provide a general guide for inferring tunneling
properties of SIS junctions from their atomic and electronic
structures.

II. CALCULATION METHODS AND
ATOMIC STRUCTURES

Our present work is based on the first-principles density
functional method for electronic structures as implemented
in the SIESTA code40 and the first-principles scattering-state
method for electronic transport as implemented in the SCARLET

code.41 The local density approximation (LDA) is used for the
exchange-correlation energy and ab initio norm-conserving
pseudopotentials42,43 are used for electron-ion interactions.
Electronic wave functions are expanded with pseudoatomic
orbitals (double ζ polarization).19 The electron density is
obtained by integrating the wave functions with a 4 × 4 × 4
k grid in the full Brillouin zone of a supercell containing
a Si/SiO2/Si junction. Real-space grids are generated with
a cutoff energy of 200 Ry to represent the electron density
distribution and the LDA exchange-correlation potential in the
real space. Since the wave functions are represented as linear
combinations of pseudoatomic orbitals, it is straightforward
to calculate PDOS onto atomic sites, with and without
orbital decomposition, by using the coefficients of the linear
combinations.

As mentioned in the introduction, the tunneling spectrum
T (E) and PDOS are different properties in the sense that
T (E) is a nonequilibrium property requiring an open boundary
condition while PDOS is an equilibrium property that can
be obtained with a periodic boundary condition. Thus, while
PDOS can be obtained with ordinary methods for electronic
structures using a supercell containing a Si/SiO2/Si junction,
the calculation of T (E) needs a special method that can handle
a Si/SiO2/Si junction with no periodic boundary condition
along the normal direction to the Si/SiO2 interfaces; i.e., both
of the Si regions in the junction are regarded thick infinitely
along the normal direction.

Tunneling spectra T (E) through SiO2 regions are obtained
by using the first-principles scattering-state method41 with
a 12 × 12 k|| grid in the two-dimensional Brillouin zone
perpendicular to the tunneling direction. The wave vectors
k|| are associated with the supercell lattice vectors parallel
to Si/SiO2 interfaces. For a given Si/SiO2/Si junction, the
tunneling spectrum T (E) is obtained in three steps. First, using
the self-consistent Hamiltonian of the Si/SiO2/Si junction and
that of bulk Si, we calculate the scattering-state wave function
ψn,E,k|| for the incident state of the nth band of the bulk Si
having the energy E and the parallel wave vector k||. Details of
the scattering-state method are described in Ref. 41. Then we
estimate the tunneling probability Tn(E,k||) from ψn,E,k|| and
calculate the sum T (E,k||) of Tn(E,k||) over the bands for each
E and k||; i.e., T (E,k||) = ∑

n Tn(E,k||). Finally, we average
T (E,k||) over k|| to obtain the tunneling spectrum T (E). Since
the number of bands is proportional to the cross-sectional
area A of the supercell parallel to the Si/SiO2 interfaces, the
spectrum T (E) is proportional to the area A when a sufficient
number of k|| are used for the average. In our present work, the
area A is 0.7679 × 0.7679 nm2. For the eigenchannel analysis,
we obtain the tunneling eigenchannels by diagonalizing the
transmission matrix, t†t.44

We note that if the tunneling probability Tn(E,k||) is close
to 1 for more than one band at an energy E and a parallel wave
vector k||, the spectum T (E,k||) can be larger than 1 because
it is defined as the sum of Tn(E,k||) for all bands having the
energy E and the wave vector k||. In addition, if T (E,k||)
is larger than 1 at enough fraction of the two-dimensional
Brillouin zone, the k||-averaged spectrum T (E) can also be
larger than 1. Although one may redefine the spectrum T (E)
so that it cannot be larger than 1, e.g., by dividing it by
the number of bands, our present definition for T (E) is
suitable for transport properties because it is proportional to
the conductance at infinitesimal bias voltage.

To construct simple atomic models of Si/SiO2/Si structures,
we use the known β-cristobalite SiO2 structure and place it
between two Si (001) surfaces, matching a surface unit cell
of the SiO2 (001) surface with

√
2 × √

2 times the surface
unit cell of the Si (001) surfaces. According to the PES
experiment, the three suboxide transition layers are present
at each Si/SiO2 interface: The first layer consists of Si1+ and
Si2+ while Si3+ and Si4+ are distributed over the second and
third layers from the interface.7 When we place a β-cristobalite
SiO2 region between the two Si (001) surfaces, we rearrange
oxygen atoms at each Si/SiO2 interface to eliminate dangling
bonds and produce suboxide transition layers. Similar to
the PES experimental results, our model structures have
two suboxide transition layers at each Si/SiO2 interface,16,36

as shown in Fig. 1. The first interfacial layer has equal
number of Si1+ and Si2+ and the second interfacial layer has
Si3+ only.

Detailed atomic structures are obtained by relaxing the
atomic positions until all residual forces are smaller than
0.09 eV/Å with the 4 × 4 × 4 k grid. During the relaxation,
the lattice constant c of the supercell perpendicular to the
interfaces is relaxed while the lattice constants a and b parallel
to the interfaces are fixed to 0.7679 nm. Figure 1 shows relaxed
atomic structures of Si(001)/SiO2/Si(001) junctions with four
different SiO2 thicknesses: 0.54, 0.64, 1.34, and 2.04 nm. Here,
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FIG. 1. (Color online) Atomic structures of Si/SiO2/Si structures
with suboxide transition layers: (a) dSiO2 = 0.54 nm, (b) dSiO2 =
0.64 nm, (c) dSiO2 = 1.34 nm, and (d) dSiO2 = 2.04 nm. Large (blue)
and small (red) dots are Si and O atoms, respectively. The marks 1+,
2+, 3+, and 4+ denote Si1+, Si2+, Si3+, and Si4+ ions, respectively.
Vertical solid lines denote averaged Si positions on Si (001) surfaces,
with which we measure dSiO2 . In (c), the x and z axes are drawn. In
(a) and (b), L1, L3, and L5 indicate Si layers and L2 and L4 indicate
O layers. Atomic structures are repeated periodically along the x

and y directions. For PDOS calculation, atomic structures are also
repeated along the z direction with large periodicity. For tunneling
calculation, atomic structures are not repeated along the z direction;
instead, two Si regions are infinitely thick in either the +z or −z

direction, sandwiching a SiO2 region only once.

we define the SiO2 thickness (dSiO2 ) as the distance between
averaged Si positions on Si (001) surfaces.

As shown in Fig. 1(a), the 0.54-nm thick SiO2 region is so
thin that the region has only Si1+, Si2+, and Si3+ ions without
any Si4+ ion surrounded by four oxygen atoms. Compared
with the 0.54-nm case, the 0.64-nm thick SiO2 region has one
more O layer and one Si4+ layer, which are marked as L4 and
L5 layers, respectively, in Fig. 1(b). The 1.34-nm thick SiO2

region has four more layers of Si and O, corresponding to one
more unit cell of β-cristobalite SiO2, than the 0.64-nm thick
one, and the 2.04-nm thick SiO2 region has four more layers of
Si and O than the 1.34-nm thick one. The addition of the four
layers of Si and O atoms results in a 0.7-nm increase of SiO2

thickness in optimized atomic structures. This is consistent
with the lattice constant c of the bulk β-cristobalite SiO2,
which is relaxed to 0.7191 nm when the lattice constants a

and b are fixed to 0.7679 nm. The number of Si4+ layers,
which are important for the barrier height, is 0, 1, 5, and 9
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FIG. 2. (Color online) Tunneling spectra T (E) and PDOS in
Si/SiO2/Si junctions. (a) Tunneling spectra T (E) as functions of the
energy E. (b) PDOS at an atom at the center of each SiO2 region.
The centeral atom is O in the 0.54-nm case and it is Si in the other
cases. In (a) and (b), the valence band maximum is set to be zero
and the SiO2 thicknesses, 0.54, 0.64, 1.34, and 2.04 nm, are given
inside the plots. In (a), values of T (E) are larger than one at some
energy ranges because T (E) in our work is defined as the sum of the
tunneling probabilities of all bands at the energy E, as described in
Sec. II, and the tunneling probability is close to one for more than
one band at the energy ranges.

inside the 0.54, 0.64, 1.34, and 2.04-nm thick SiO2 regions,
respectively.

III. TUNNELING SPECTRA VERSUS PROJECTED
DENSITIES OF STATES

Figure 2 shows calculated tunneling spectra T (E) in the
Si/SiO2/Si junctions and PDOS at an atom at the center of
the SiO2 regions. The central atom is oxygen in the 0.54-nm
thick SiO2 case and silicon in the other cases, and PDOS at Si
atoms only will be considered for the thickness dependence of
PDOS. In Fig. 2, both T (E) and PDOS are zero from 0 eV to
0.54 eV, which is due to the energy gap of 0.54 eV in Si regions.
Our LDA method underestimates the experimental band gap
of 1.12 eV in bulk Si, and it is a well-known limitation of LDA
methods. As shown in Fig. 2, plots of T (E) look similar to
those of PDOS. We will first discuss similarity in the energy
dependencies of T (E) and PDOS, and then discuss difference
in their SiO2-thickness dependencies.

From the energy dependencies of T (E) and PDOS, we
distinguish three energy ranges in the valence band: (i) a low
energy range within 1.2 eV from the Si valence band maximum
(VBM), i.e., −1.2 eV < E < 0.0 eV, (ii) an intermediate
energy range beyond the low energy range but within 3.0 eV
from the Si VBM, i.e., −3.0 eV < E < −1.2 eV, and (iii) a
high energy range beyond the intermediate energy range, i.e.,
E < −3.0 eV. For the conduction band, we also distinguish
three energy ranges: (i) a low energy range within 1.0 ∼ 2.2 eV
from the Si conduction band minimum (CBM), i.e., 0.54 eV <

E < 1.5 ∼ 2.7 eV, (ii) an intermediate energy range beyond
the low energy range but within 3.0 eV from the Si CBM,
i.e., 1.5 ∼ 2.7 eV < E < 3.5 eV, and (iii) a high energy range
beyond the intermediate energy range, i.e., E > 3.5 eV. Here,
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the boundary energy between the low and intermediate energy
ranges changes gradually from E = 1.5 eV to 2.7 eV as the
SiO2 thickness increases. As E approaches VBM or CBM,
T (E) and PDOS decrease most rapidly in the low energy
ranges in the 0.54-nm and 0.64-nm thick SiO2 cases, while
they decrease most rapidly in the intermediate energy ranges
in the 1.34-nm and 2.04-nm thick SiO2 cases. We will discuss
the origins of the energy dependencies of T (E) and PDOS
in Sec. IV, where PDOS are analyzed site-by-site from the
Si/SiO2 interface to the center of the SiO2 region.

These distinctive energy ranges for T (E) and PDOS were
not noticeable in our previous work,36 where T (E) were
calculated only at energies very close to the Si band edges,
focused on the effects of different interfacial atomic structures
on the leakage current. In our present work, we consider T (E)
in a wide energy range to characterize tunneling properties
of SiO2 regions up to charge-carrier energies comparable to
effective barrier heights of the SiO2 regions, and compare
T (E) with PDOS to understand their energy and thickness
dependencies.

In Fig. 2, T (E) and PDOS in the energy range from −3.0 eV
to 3.5 eV decrease with the increase of the SiO2 thickness.
Since VBM and CBM in the Si regions are 0.0 eV and
0.54 eV, respectively, the decrease of T (E) and PDOS in the
energy range from −3.0 eV to 3.5 eV suggests that effective
barrier heights are about 3.0 eV for both the valence and the
conduction bands in the Si/SiO2/Si junction with the SiO2

thickness of 2.04 nm. In a junction of different semiconductors
or a junction of a semiconductor and an insulator, band offsets
of valence and conduction bands play the role of effective
barrier heights for holes and electrons, respectively. Thus, we
need to estimate valence and conduction band offsets.

As shown in Fig. 2(b), PDOS is exactly zero only between
0.0 eV and 0.54 eV at the centers of the SiO2 regions, so we
need to neglect small values of PDOS using a given cutoff
criterion to estimate effective local VBM and CBM at the
centers of the SiO2 regions. In our present work, we choose
0.01 states/eV per atom as the cutoff criterion and neglect
PDOS smaller than that. Then, the effective local VBM at
the centers of the 0.54, 0.64, 1.34, and 2.04-nm SiO2 regions
are E = −0.48, −0.71, −2.70, and −2.56 eV, respectively,
and the effective local CBM are E = 1.14, 1.08, 2.65, and
3.11 eV, respectively.45 Effective local energy gaps, which are
the difference between the effective local VBM and CBM, are
1.62, 1.79, 5.35, and 5.67 eV at the centers of the 0.54, 0.64,
1.34, and 2.04-nm SiO2 regions, respectively. Since our LDA
calculation results in 6.73 eV for the energy gap of bulk SiO2,
the effective local energy gap of 5.67 eV at the center of the
2.04-nm thick SiO2 region is still about 1 eV smaller than the
energy gap of bulk SiO2.

The effective local VBM, CBM, and energy gaps at the
centers of the SiO2 regions, which are mentioned above,
depend on the value of the cutoff criterion of PDOS. If one
takes a greater value for the cutoff criterion, one would have a
lower effective local VBM and a higher effective local CBM,
and thus greater effective barrier heights for the valence and
the conduction bands. In the above estimation, we used the
cutoff criterion of 0.01 states/eV and obtained E = −2.56 eV
for the effective local VBM and E = 3.11 eV for the effective
local CBM at the center of the 2.04-nm thick SiO2 region.
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FIG. 3. (Color online) Comparison of tunneling spectra T (E)
and PDOS at the center of the SiO2 region at fixed energies,
(a) E = −0.5 eV and (b) E = 1.0 eV. The SiO2 thicknesses, 0.54,
0.64, 1.34, and 2.04 nm, are given inside the plots.

These values seem to underestimate barrier heights by ∼0.4 eV
when we consider that T (E) is reduced in the energy range
from −3.0 eV to 3.5 eV in the 2.04-nm thick SiO2 case. This
underestimation suggests that the cutoff criterion of PDOS
should be increased for better estimation of barrier heights,
but if we increase the cutoff criterion, we will have significant
PDOS inside the effective local energy gap, which may look
contradictory to the concept of the energy gap. Thus, we use
the values of the effective local VBM, CBM, and energy gaps
estimated above, with a caution that they may underestimate
barrier heights slightly.

As shown in Fig. 2(a) and more clearly shown in Fig. 3 for
two fixed energies, the ratio of T (E) of the 0.64-nm case to
that of 1.34-nm case is substantially larger than the ratio of
T (E) of the 1.34-nm case to that of the 2.04-nm case. Unlike
this behavior of T (E), the ratio of PDOS at the center of the
0.64-nm thick SiO2 region to that of the 1.34-nm case is almost
equal to the ratio of PDOS of the 1.34-nm case to that of the
2.04-nm case. Considering that both T (E) and PDOS at the
central atoms are related to states in SiO2 regions induced from
Si regions, it is rather unexpected that T (E) and PDOS have a
difference in their dependencies on the SiO2 thickness.

To analyze physical implications of the difference in the
SiO2-thickness dependencies of T (E) and PDOS, we consider
bisecting the SiO2 region of a Si/SiO2/Si junction conceptually
by a plane parallel with Si/SiO2 interfaces at the center of
the SiO2 region. Here we consider bisection, for simplicity,
and will consider more division later in this section. With
the bisection, we consider averaged decay rates per length in
the two sections, κ1 and κ2, respectively, which are defined
such that the amplitude of an electronic state incident from
a Si region into the SiO2 region is reduced by a factor
of exp(−κ1dSiO2/2), on average, as the state passes through
the first section of the SiO2 region, and the amplitude of
the same electronic state is reduced further by a factor of
exp(−κ2dSiO2/2), on average, as it passes through the other
section of the SiO2 region. The values of κ1 and κ2 should vary
in energy and also depend on the SiO2 thickness. With κ1 and
κ2, we can express the tunneling probability through the SiO2

region as T (E) ∼ | exp[−(κ1 + κ2)(dSiO2/2)]|2 and PDOS at
the center in the SiO2 region as PDOS ∼ | exp(−κ1dSiO2/2)|2,
roughly. If the averaged decay rates, κ1 and κ2, were dependent
only on the local electronic structure inside each section of
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the SiO2 region such as the effective local VBM and CBM,
κ1 would be equal to κ2 because the electronic structures in
the two sections of the SiO2 region are virtually the same
with each other. If κ1 were equal to κ2, T (E) would be simply
proportional to the square of PDOS. However, as shown clearly
in Fig. 3, T (E) does not decrease as fast as the square of PDOS
as the SiO2 thickness increases from 1.34 nm to 2.04 nm,
indicating that κ1 > κ2 in the 2.04-nm thick SiO2 region. This
implies that the averaged decay rates are not determined solely
by the local electronic structure inside each section of the SiO2

region, but are also dependent on the tunneling distance from
an incident Si/SiO2 interface as discussed below.

We can rationalize κ1 > κ2 as follows. When an electron
tunnels through a SiO2 region, the decaying part of its
wave function into a SiO2 region is a linear combination of
evanescent waves of the SiO2 region, each of which has a
different decay rate. In the process of tunneling, evanescent
waves that decay fast will decay mostly in the first half of
the SiO2 region while evanescent waves that decay slowly will
still remain significant and decay in the second half of the SiO2

region. Thus, it is straightforward that the averaged decay rate
κ1 in the first half of the SiO2 region is larger than the averaged
decay rate κ2 in the second half of the SiO2 region. In short,
faster decaying evanescent waves contribute more to κ1 than
κ2, so κ1 is greater than κ2. The difference, κ1 − κ2, will be
more substantial in a thicker SiO2 region unless the SiO2 region
is so thick that both κ1 and κ2 converge to the smallest decay
rate of the evanescent waves.

In the above discussion we bisected the SiO2 region for
simplicity. In general, the SiO2 region can be divided into
N regions and we can introduce κ1, κ2, . . . , κN for the
average decay rates per length in the regions, respectively.
Then, using the same argument in the above, we can conclude
that κ1 > κ2 > · · · > κN . Thus the decay rate per length itself
decreases as an electronic state tunnels through the SiO2 re-
gion. This finding should be generally applicable to other SIS,
metal/insulator/metal (MIM), or metal/semiconductor/metal
(MSM) junctions because it is not based on any quantitative
material-specific properties of the Si/SiO2/Si junctions but
simply based on the fact that faster decaying evanescent waves
contribute more to the average decay rate per length when the
tunneling distance is smaller.

Since the average decay rate per length decreases with
the barrier thickness, the plot of the logarithmic value of the
leakage current as a function of the thickness would be a
concave curve when viewed from above. Thus if one predicts
the leakage current through a thinner barrier by extrapolating
the leakage current as a simple exponential function of the
barrier thickness using some results of thicker barriers, one
would underestimate the leakage current through the thinner
barrier because the current increases more rapidly than the
simple exponential function. Similarly, if one predicts the
leakage current through a thicker barrier by extrapolating
the leakage current as a simple exponential function of the
barrier thickness using some results of thinner barriers, one
would again underestimate the leakage current through the
thicker barrier because the current does not decrease as fast
as the simple exponential function. Thus one should take
into account the decrease of the average decay rate with the
barrier thickness in order to have a precise extrapolation of the

leakage current for thinner or thicker barriers in any SIS, MIM,
or MSM junction.

IV. ELECTRONIC STRUCTURES INSIDE
THE SiO2 REGIONS

To understand the energy dependencies of T (E) and PDOS
at the center of the SiO2 region, PDOS are obtained site-by-
site from the interface to the center of the SiO2 region. In
Figs. 4(a) and 4(b), PDOS are shown at atomic sites from
the left interface to the center of the 0.54-nm and the 0.64-nm
thick SiO2 regions, respectively. In the figures, PDOS at atomic
sites closer to the right interface are not shown because they
are the same with those closer to the left interface. As shown in
Figs. 4(a) and 4(b), in the energy range from −4 eV to −3 eV,
PDOS at O sites, which are labeled with L2 and L4, are much
larger than PDOS at Si sites inside the SiO2 regions, which
are labeled with L1 and L3. This indicates that the effective
local VBM states inside the SiO2 region consist mainly of
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FIG. 4. (Color online) PDOS at atomic sites inside SiO2 regions.
(a) PDOS at the L1 layer (Si1+ site), the L2 layer (O site), the L3 layer
(Si3+ site), and the L4 layer (O site) of the 0.54-nm thick SiO2 region.
The Li layers are marked in Fig. 1(a). (b) PDOS at the L1 layer (Si1+

site), the L2 layer (O site), the L3 layer (Si3+ site), the L4 layer (O
site), and the L5 layer (Si4+ site) of the 0.64-nm thick SiO2 region.
The Li layers are marked in Fig. 1(b). (c)–(f) PDOS at the Si1+, Si2+,
Si3+, and Si4+ sites of the 0.64-nm thick SiO2 region, respectively. In
(c)–(f), black solid, gray (red) solid, and dashed (blue) lines represent
3px , 3py , and 3pz orbital characters of Si, respectively.
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oxygen states, which is consistent with the dominant oxygen
characters of the states near VBM in bulk β-cristobalite SiO2.46

In contrast, in the energy range from −2 eV to −1 eV, PDOS
at Si sites inside the SiO2 regions, which are labeled with
L1 and L3 in Figs. 4(a) and 4(b), are larger than PDOS at O
sites, which are labeled with L2 and L4, although the L3 layer
is closer to the center of SiO2 regions than the L2 layer is.
Similar nonmonotonic decrease of PDOS also occurs in the
energy range from 1 eV to 2 eV in the conduction band. These
nonmonotonic features in PDOS are accompanied by peaks in
PDOS at about −1.2 eV and 1.5 eV.

To find the origin of the peaks in PDOS at about −1.2 eV
and 1.5 eV, we obtain orbital decompositions of PDOS at Sin+
sites (n = 1,2,3,4) inside the 0.64-nm thick SiO2 region, as
shown in Figs. 4(c)–4(f). From the decompositions, we find
that the peaks are due to enhancement of specific p orbital
characters and they are closely related to the directions of the
Si-Si and Si-O bonds. The peaks in PDOS near −1.2 eV in
the valence band are due to bonding states of the Si-Si bonds
at the suboxide transition layers in the SiO2 region while the
peaks in PDOS near 1.5 eV in the conduction band are due
to antibonding states of the Si-Si and Si-O bonds. Especially,
two bonds of each Sin+ ion, which are directed toward the
closer Si/SiO2 interface from the Sin+ ion, are more important
in characterizing the enhanced p orbital characters because
neighboring atoms on the side of the closer Si/SiO2 interface
have much larger PDOS than the other neighboring atoms.
This is because electronic states inside the SiO2 region at the
energy near the Si band edges are induced from states in the Si
regions, and they decay rapidly toward the center of the SiO2

region.
In particular, at the Si1+ site, which has Si-Si1+ bonds on

the yz plane, 3py and 3pz orbital characters are enhanced in
PDOS near −1.2 eV, and 3px orbital character is enhanced
in PDOS near 1.5 eV, as shown in Fig. 4(c). At the Si2+
site, which has Si-Si2+ bonds along the y axis, 3py orbital
character is enhanced in PDOS near −1.2 eV, and 3px and
3pz orbital characters are enhanced in PDOS near 1.5 eV,
as shown in Fig. 4(d). At the Si3+ site, which has a Si1+-
Si3+ bond on the xz plane, 3px and 3pz orbital characters are
enhanced in PDOS near −1.2 eV, and 3px orbital character is
enhanced in PDOS near 1.5 eV, as shown in Fig. 4(e). Here,
the orbital character in PDOS near 1.5 eV is affected by the
enhanced 3px orbital character at the neighboring Si1+ site at
the same energy. Lastly, at the Si4+ site, which does not have
any neighboring Sin+ site (n = 1,2,3,4), peak features near
−1.2 eV and 1.5 eV are greatly reduced in PDOS, with no
specific orbital character except for less reduced Si 3pz orbital
character near 1.5 eV, as shown in Fig. 4(f).

When the SiO2 thickness increases from 0.64 to 1.34 or
2.04 nm, PDOS do not change significantly at atomic sites at
and near the Si/SiO2 interfaces and decrease gradually toward
the center of the SiO2 region. In particular, the peak in PDOS
at E = −1.2 eV is gradually reduced at Si4+ sites closer to
the center of the 1.34- or 2.04-nm thick SiO2 region, and the
peak in PDOS at E = 1.5 eV is gradually reduced and shifted
to 2.7 eV at Si4+ sites toward the center. These features affect
the energy dependencies for T (E) and PDOS at the center
of the SiO2 regions, resulting in the distinctive energy ranges
described in Sec. III.
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FIG. 5. (Color online) (a)–(c) Squared amplitudes, |ψ |2, of
tunneling wave functions of the maximally tunneling eigenchannels
in Si/SiO2/Si junctions with different SiO2 thicknesses (a) at VBM
at (kx,ky) = (0,0), (b) at CBM at (kx,ky) = (0,0), and (c) at
CBM at (kx,ky) = (δ,0). Here, δ corresponds to the wave vector
at CBM of bulk Si. (d) Squared amplitudes, |ψ |2, of wave functions
at CBM at (kx,ky) = (δ,0), calculated with a Bloch-like periodic
boundary condition imposed along the z direction of Si/SiO2/Si
junctions. In (d), the SiO2 thicknesses are 0.54, 0.64, 1.34, and
2.04 nm from top to bottom lines. In (a)–(d), the z direction is
perpendicular to Si/SiO2 interfaces, and the x and y directions are
parallel to the interfaces. In each Si/SiO2/Si junction, two Si/SiO2

interfaces are located at z = 0 and z = dSiO2 , respectively, which
are marked with vertical dotted lines. In (a)–(c), the tunneling
eigenchannels are calculated for incident waves from the z < 0
region. In (a)–(d), squared amplitudes of the wave functions are
averaged in the xy plane at each z position.

V. WAVE FUNCTIONS INSIDE THE SiO2 REGIONS

We analyze the wave functions inside the SiO2 regions
by calculating wave functions of the maximally tunneling
eigenchannels corresponding to the largest eigenvalues of
the transmission matrix, t†t.44 We consider only the maxi-
mally tunneling eigenchannels because the other eigenchan-
nels contribute negligibly to T (E) in our present work.
Figures 5(a)–5(c) show squared amplitudes of the wave
functions of maximally tunneling eigenchannels at VBM
at (kx,ky) = (0,0), CBM at (kx,ky) = (0,0), and CBM at
(kx,ky) = (δ,0) in Si/SiO2/Si junctions, respectively. Here,
δ corresponds to the wave vector at CBM of bulk Si.
Overall, the squared amplitudes of the wave functions of
the maximally tunneling eigenchannels decrease gradually
inside the SiO2 regions with a decay rate that depends weakly
but nonnegligibly on the tunneling distance. In Sec. III, we
compared T (E) and PDOS and showed that the decay rate of
the wave functions inside the SiO2 regions decreases as the
tunneling distance increases. In this section, Figs. 5(a)–5(c)
show directly that logarithms of the squared amplitudes of the
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wave functions inside SiO2 regions are not in straight lines
as functions of the z position, but they have a slight upward
curvature, indicating the decrease of the decay rates. Thus,
the averaged decay rate, per length, through the SiO2 region
decreases as the SiO2 thickness increases.

When we compare the transmitted wave functions of the
maximally tunneling eigenchannels after the SiO2 region
shown in Figs. 5(b) and 5(c), our results show that the wave
function amplitudes are slightly larger for the eigenchannels
at CBM at (kx,ky) = (0,0) than those at CBM at (kx,ky) =
(δ,0) for all SiO2 thicknesses. In addition, except for the
0.54-nm thick SiO2 case, the tunneling wave functions undergo
additional decay inside the transmitted Si regions which are
on the right side of vertical dashed lines in Figs. 5(a)–5(c).
This additional decay occurs in Si/SiO2/Si structures where
Si-Si bond directions at the right interfaces do not match with
those at the left interfaces. In the 0.54-nm case, Si-Si bonds at
the left and right interfaces are on the yz plane, as shown in
Fig. 1(a), while in the other cases, Si-Si bonds are on the yz

plane at the left interface but they are on the xz plane at the right
interface, as shown in Figs. 1(b)–1(d). This suggests possible
enhancement of the current-blocking role by making Si-Si
bond directions different at the left and the right interfaces.

For comparison, Fig. 5(d) shows squared amplitudes of
wave functions at CBM, obtained with the Bloch-like periodic
boundary condition along the z direction, which we call
“periodic” states. The wave vectors (kx,ky,kz) = (δ,0,kz) of
the periodic states are carefully chosen to make the energies
of the periodic states equal to the energy at CBM at which
we calculated the tunneling states shown in Fig. 5(c). Since
only a single eigenchannel exists near CBM at (kx,ky) =
(δ,0), we can choose a single periodic state which satisfies
E(δ,0,kz) = Ec for a given energy Ec near CBM. In Fig. 5(d),
the periodic states decay from the left and right interfaces
into the SiO2 region with a decay rate almost independent
of the SiO2 thickness. This implies that the considered SiO2

thicknesses are too small to have significant variation in the
decay rate of the periodic states because the decay length for
the periodic states is only one half of the SiO2 thickness, while
the decay length for the tunneling states is the whole of the
SiO2 thickness. We also note that, although it is not shown
in the figure, orbital characters of the periodic states in the
SiO2 region near the left interface are similar to those of the
tunneling states incident from the left interface.

Figure 6 shows squared amplitudes of the tunneling wave
functions of the maximally tunneling eigenchannels in the
2.04-nm case. The tunneling wave functions are obtained at
valence-band energies Ev1 = −0.06 eV, Ev2 = −1.49 eV, and
Ev3 = −2.93 eV, marked in Fig. 6(d), and at conduction-band
energies Ec1 = 0.54 eV, Ec2 = 1.99 eV, and Ec3 = 3.42 eV,
marked in Figs. 6(e) and 6(f). The squared amplitudes of the
wave functions are averaged over the xy plane and plotted
along the z direction. To compare wave functions at energies
below and above the effective barrier height, the energy Ev1 is
chosen very close to the Si VBM, Ev3 is lower than the effective
local VBM at the center of the SiO2 region, i.e., beyond the
effective barrier height in the valence band, and Ev2 is the
middle of Ev1 and Ev3. Similarly, the energy Ec1 is chosen
very close to the Si CBM, Ec3 is higher than the effective local
CBM at the center of the SiO2 region, i.e., beyond the effective
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FIG. 6. (Color online) (a)–(c) Squared amplitudes, |ψ |2, of
tunneling wave functions of the maximally tunneling eigenchannels
at different energies in the Si/SiO2/Si junction with the 2.04-nm
thick SiO2 region. Wave functions are obtained at valence-band
energies, Ev1 = −0.06 eV, Ev2 = −1.49 eV, and Ev3 = −2.93 eV,
and conduction-band energies, Ec1 = 0.54 eV, Ec2 = 1.99 eV, and
Ec3 = 3.42 eV. The in-plane wave vector is (kx,ky) = (0,0) for the
wave functions plotted in (a) and (b), and (kx,ky) = (δ,0) for those in
(c). In (a)–(c), the tunneling eigenchannels are calculated for incident
waves from the z < 0 region, and the squared amplitudes of the wave
functions are averaged in the xy plane at each z position. (d) and
(e) Tunneling spectra for (kx,ky) = (0,0). (f) Tunneling spectrum for
(kx,ky) = (δ,0).

barrier height in the conduction band, and Ec2 is the middle of
Ec1 and Ec3.

As shown in Figs. 6(a)–6(c), the decay rates inside the
SiO2 region and the amplitudes of the transmitted parts of
the wave functions vary greatly at energies below and above
the effective barrier heights. Figure 6(a) shows that the
amplitude of the wave function at Ev1 is greatly reduced
in the SiO2 region while that at Ev3 does not decay there.
Similar features are shown in Figs. 6(b) and 6(c) for the
conduction-band states at Ec1 and Ec3. At Ev2, the amplitude
of the wave function is closer to that at Ev1 than at Ev3, as
shown in Fig. 6(a). This is consistent with Fig. 6(d), where
the tunneling probability at Ev2 is closer to that at Ev1 than at
Ev3. At Ec2, the amplitudes of the wave functions are in the
middle, in logarithmic scale, of those at Ec1 and Ec3, as shown
in Figs. 6(b) and 6(c). This reflects the exponential increase of
the tunneling probability in the energy range from Ec1 to Ec3,
as shown in Figs. 6(e) and 6(f). At energies near Ev3, the wave
functions of the maximally tunneling eigenchannels vary very
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rapidly and abruptly as a function of energy (not shown in
figures), implying that the electronic structure inside the SiO2

region is complicated at the energies near the effective local
VBM. In contrast, at energies near Ec3, the wave functions
of the maximally tunneling eigenchannels change very slowly
with respect to the energy and show a common pattern in their
real-space shapes (not shown in figures), implying a simple
band structure in the SiO2 region at energies near the effective
local CBM. As for different valleys in Si CBM, Figs. 6(b)
and 6(c) show that the amplitude of the transmitted part of
the wave function at Ec1 is larger for (kx,ky) = (0,0) than for
(kx,ky) = (δ,0). This is consistent with Figs. 6(e) and 6(f),
where the tunneling probability near Si CBM, i.e., near Ec1, is
larger for (kx,ky) = (0,0) than that for (kx,ky) = (δ,0).

VI. CONCLUSIONS

We presented tunneling properties in Si/SiO2/Si junctions
and compared them with electronic structures in an energy
range covering the local energy gap in the SiO2 regions as
functions of the SiO2 thickness from 0.54 nm to 2.04 nm by
first-principles calculations. We showed that T (E) and PDOS
at the central atomic site inside the SiO2 region have overall
similarity as functions of energy E, but significant difference
in their SiO2-thickness dependencies. Energy dependencies of
T (E) and PDOS are found to change at about 1 eV below
VBM of Si regions and at about 1 ∼ 2 eV above CBM of Si
regions due to electronic states at and near Si/SiO2 interfaces,

which are shown to originate from the atomic structures at
the interfaces. Thus, in general, atomic structures at and
near semiconductor/oxide interfaces can produce significant
common features shared by the energy dependencies of T (E)
through the oxide and PDOS at the center of the oxide.
Comparison of T (E) and PDOS and the eigenchannel analysis
show that the tunneling wave function decreases inside the
SiO2 region with the decay rate per length which itself
decreases slowly as the electron tunnels through the SiO2

region. This yields a smaller averaged decay rate per length
for a thicker SiO2 region. This finding can be applicable to
other barriers, in general, and it is especially important for a
precise extrapolation of the leakage current as a function of
the barrier thickness. Our results provide detailed information
on tunneling and local electronic structures in the SiO2 barrier
and will be useful in studying other oxide barriers.
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