
PHYSICAL REVIEW B 88, 035135 (2013)

Plasmons and screening in a monolayer of MoS2
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We investigate the dynamical dielectric function of a monolayer of molybdenum disulfide within the random
phase approximation. While in graphene damping of plasmons is caused by interband transitions, due to the large
direct band gap in monolayer MoS2 collective charge excitations enter the intraband electron hole continuum
similarly to the situation in two-dimensional electron and hole gases. Since there is no electron-hole symmetry
in MoS2, the plasmon energies in p- and n-doped samples clearly differ. The breaking of spin degeneracy caused
by the large intrinsic spin-orbit interaction leads to a beating of Friedel oscillations for sufficiently large carrier
concentrations, for holes as well as for electrons.
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I. INTRODUCTION

Since the first isolation and detection of a monolayer of
graphite,1 a system with exceptional electronic properties,
an intense search for other truly two-dimensional materials
has begun. Though graphene is widely believed to play an
important role for novel electronic devices, one of its main
disadvantages is the absence of a band gap.2 To overcome this
problem, several proposals described ways in order to create
such a gap, e.g., by putting graphene on a certain substrate3 or
applying a radiative field.4–6 Moreover, as graphene is formed
by carbon atoms, spin-orbit coupling (SOC) is naturally
small7,8 and it remains questionable whether one can take
advantage of spin-related phenomena in graphene, even though
several authors described ways to enlarge the effects of
spin-orbit interactions (SOIs) in graphene significantly by
changing its environment.9–13

Another two-dimensional system that attracted a lot of
attention recently is a monolayer of molybdenum disulfide
(ML-MDS),14–16 a honeycomb lattice made of molybdenum
and sulfur atoms instead of carbon. The electronic properties
of the monolayer differ significantly from that of bulk MoS2;
e.g., while the former has a direct band gap, the latter is known
to be an indirect semiconductor.17,18 Contrary to graphene, the
band gap in ML-MDS separating the valence and conduction
bands is naturally large and due to the absence of inversion
symmetry in ML-MDS the intrinsic SOC parameter turns out
to be three orders of magnitude larger than in graphene; i.e.,
λ ≈ 80 meV.

One possible application of graphene and related materials
discussed in the literature could be as a plasmonic circuit,19–22

where density waves created by an incident light beam carry
optical signals through a nanowire. For this a better under-
standing of the dynamics of the collective charge excitations
and thus of the dielectric function is indispensable. Moreover,
the dielectric function will not only be relevant for plasmonics
but also for transport and for the phonon spectra23 as its
static limit determines the screening behavior of the Coulomb
potential.24

In recent years large effort has been made in the dis-
cussion of the dielectric function of graphene under various
conditions.25–32 One of the main findings was that the behavior
of plasmons in graphene in several aspects is quite different

compared to traditional two-dimensional materials such as
III-V semiconductor quantum wells33–38 due to the relativistic
nature of the charge carriers and the existence of a pseudospin
degree of freedom. Although in both systems, ML-MDS and
graphene, the atoms are arranged in a honeycomb lattice,
with two inequivalent corners of the Brillouin zone denoted
as valleys, the energy spectrum in ML-MDS turns out to be
quite different compared to that of graphene as in the former
electrons and holes cannot be considered as massless particles
but rather carry a finite effective mass due to the large band
gap being of the order of the hopping parameter. Hence, we
expect the dielectric function in ML-MDS to share features of
both graphene and a two-dimensional electron gas.

This work is organized as follows. In Sec. II, we introduce
the low-energy model Hamiltonian for ML-MDS and summa-
rize the formalism of the random phase approximation (RPA).
In Sec. III, the plasmon spectra for the n- and p-doped cases
are opposed. The oscillatory form of the asymptotic screened
Coulomb potential is analyzed in Sec. IV. Finally, in Sec. V
we summarize the main results of this paper.

II. THE MODEL

We describe a monolayer of MoS2 around the corners of
the Brillouin zone by the effective two-band model derived
recently39,40 for both spin (s = ±1) and valley (τ = ±1)
components (setting h̄ = 1 throughout this work):

Ĥ τs = �

2
σz + τsλ

1 − σz

2
+ t0a0k · σ τ

+ k2

4m0
(α + βσz) + t1a

2
0 k · σ ∗

τ σx k · σ ∗
τ . (1)

Due to the large value of � = 1.9 eV a distinct energy gap
of about 1.82 eV separates the valence and conduction bands.
The intrinsic SOC proportional to λ = 80 meV furthermore
lifts the spin degeneracy of the bands. For the other parameters
we use39 t0 = 1.68 eV, α = 0.43, β = 2.21, t1 = 0.1 eV, and
a0 = a cos θ , where a = 2.43 Å is the length of the Mo-S
bond and θ = 40.7◦ the angle between the x-y plane and the
Mo-S bond. As usual, m0 denotes the free electron mass and
σ τ = (τσx,σy) the vector of Pauli matrices acting on the
pseudospin degree of freedom.
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Equation (1) is a generalization of Eq. (3) in Ref. 41, where
the second line does not appear. As mentioned in Ref. 39,
the terms quadratic in momentum are responsible for the
inequality of the electron and hole masses and for trigonal
warping effects. We should also mention that in Ref. 17 the
band structure of ML-MDS and multilayer MoS2 has been
investigated in a combined ab initio and tight-binding study
within the full Brillouin zone, where the resulting Hamiltonian
turns out to be a further generalization of Eq. (1). One of
the findings of Ref. 17 and of previous works18,40,42 was
that additional band extremes close to the K point minima
and maxima, respectively, might be relevant for transport.
However, for the carrier densities used in the present paper,
n = 1012 cm−2 (typically for transport experiments such as
in Ref. 43) and 5 × 1013 cm−2 (here both valence bands are
filled in the p-doped case), we will neglect the influence of
the higher bands as the additional extremes are expected to be
important only for densities larger than 1014 cm−2 and thus the
two-band model of Eq. (1) should give appropriate results.40,42

The analytical solution of the energies obtained from
Eq. (1),

Eτs
± (k) = α

4m0
k2 + sτλ

2
±
{(

a4
0 t

2
1 + β2

16m2
0

)
k4

+
(

� − sτλ

2

)2

+ k2

[
a2

0 t
2
0 + β (� − sτλ)

4m0

]

+ 2τ t0t1a
3
0k

3 cos (3φk)

}1/2

, (2)

is shown in Fig. 1 for both valley and spin polarizations.
The trigonal warping term proportional to t1 causes the
spectrum to be anisotropic. However, as t1 = 0.1 eV is small
compared to the other energies, this anisotropy is very weak
and hence we plot only a single in-plane angle of φk = 0◦,
with tan φk = ky/kx . The valence band degeneracy is clearly
broken, where for τ = +1 (τ = −1) the s = +1 (s = −1)
component is energetically higher. Because of time-reversal
symmetry the corresponding shift in energy has to be opposite
in the two valleys. The conduction bands, on the other hand,
remain degenerate at the K points but differ slightly for larger
momenta due to the different curvature of the bands. Figure 2
displays the numerically calculated ML-MDS density of states

D(E) =
∫

d2k

(2π )2

∑
s,τ,σ=±1

δ
[
E − Eτs

σ (k)
]
. (3)

FIG. 1. (Color online) Energy spectrum for (a) τ = +1 and
(b) τ = −1 for the real spin component s = +1 (solid black) and
s = −1 (dashed red). The in-plane angle tan φk = ky/kx was set to
φk = 0◦.

FIG. 2. (Color online) Density of states calculated from Eq. (3).
The dashed vertical lines show the upper (lower) boundaries of the
valence (conduction) bands.

Contrary to graphene the spins and valleys contribute differ-
ently to the DOS and hence the sum over spins s and valleys
τ in Eq. (3) cannot be replaced by a fourfold degeneracy
factor. For electron doping (EF > �/2) both conduction
bands are always filled, while for hole doping either one
(−�/2 − λ < EF < −�/2 + λ) or two (EF < −�/2 − λ)
valence bands might be occupied.

In the following we want to investigate the plasmon
spectrum and the screening behavior. For this we need to
calculate the dielectric function, restricting ourselves to RPA44

in order to account for electron-electron interactions, given by

ε(q,ω) = 1 − V (q)χ0(q,ω). (4)

Here V (q) = e2

2ε0εr q
is the Fourier transform of the Coulomb

potential in two dimensions, V (r) = e2

4πε0εr r
, ε0 the vacuum

permittivity, and εr = 5 the background dielectric constant
(comparable to the values in Refs. 45 and 46). Equation (4)
contains the free polarizability given by a two-dimensional
integral in momentum space

χ0(q,ω) =
∑

s,τ,σ,σ ′=±1

∫
d2k

(2π )2

∣∣〈χτs
σ (k)

∣∣χτs
σ ′ (k + q)

〉∣∣2

× f
[
Eτs

σ (k)
]− f

[
Eτs

σ ′ (k + q)
]

ω − Eτs
σ ′ (k + q) + Eτs

σ (k) + i0
. (5)

|χτs
σ (k)〉 and Eτs

σ (k) are the eigenstates and energies for a
given valley (τ ), spin (s), and pseudospin (σ ). Notice that only
one sum over s and τ , respectively, appears in Eq. (5) as spin
or valley changing transitions are forbidden. In the following
we assume zero temperature. The Fermi function f [E] then
reduces to a simple step function.

For the special case of α = β = t1 = 0 (corresponding to
the model of Ref. 41), the above expression (5) equals that
of gapped graphene,27,31 where each contribution with valley
τ and spin s has to be described with an effective mass term
of �̃τs = �/2 − sτλ/2 and a shifted Fermi energy of Ẽτs

F =
EF − sτλ/2. In the following, however, we do not neglect the
terms quadratic in momentum but rather solve ε(q,ω) within
the extended model of Eq. (1). This is done numerically by
first calculating the imaginary part of the polarizability using
the Dirac identity Im {1/(x ± i0)} = ∓πδ(x). Afterwards the
result is integrated with the help of the Kramers-Kronig
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relation

Re{χ0(�q,ω)} = 2

π
P
∫ ∞

0
dω′ ω

′Im{χ0(�q,ω′)}
ω′2 − ω2

(6)

to obtain the real part.

III. COLLECTIVE CHARGE EXCITATIONS

In the case in which the dielectric function in Eq. (4)
vanishes,

ε(q,ωq) = 0, (7)

the system exhibits characteristic density waves known as
plasmons. If the quasiparticle energy ωq is large compared
to the damping rate, the complex valued Eq. (7) can further be
substituted by the approximate equation44

Re{ε(q,ωq)} = 0. (8)

Only if the solution ωq additionally corresponds to a resonance
in the energy loss function, − Im{1/ε(q,ωq + i0)}, a quantity
which is available in scattering experiments, one can speak of
a long-lived coherent mode.

In the long-wavelength limit the analytical expression47 for
the plasmon dispersion reads (neglecting the trigonal warping
term for the moment)

ω0
q,± =

√√√√ e2

8πε0εr

∑
τ,s=±1

kτ s
F

∣∣∣∣∂Eτs±
∂k

∣∣∣∣
k=kτ s

F

√
q, (9)

with the universal
√

q dependence of two-dimensional ma-
terials. Here the upper (lower) sign stands for the n-doped
(p-doped) case. The Fermi wave vector in Eq. (9) is given by

k±
F =

√
8m0a0t0√
β2 − α2

Re

⎡
⎣
⎧⎨
⎩−1 − 2αEF + β� ∓ (α + β)λ

4m0a
2
0 t

2
0

+
⎡
⎣(β2 − α2)

(2EF − �)(2EF + � ∓ 2λ)

16m2
0a

4
0 t

4
0

+
⎛
⎝1 + 2αEF + β� ∓ (α + β)λ

4m0a
2
0 t

2
0

⎞
⎠

2⎤
⎦

1/2⎫⎬
⎭

1/2⎤
⎦. (10)

Due to the electron-hole symmetry in graphene, plasmons
in n- and p-doped samples at a given carrier concentration
show the same dynamics. This is obviously no longer true
in ML-MDS as the structure of the valence bands is quite
different compared to the conduction bands; see Fig. 2.

In Fig. 3 the plasmon dispersion and the intraband part
of the electron-hole continuum (EHC) are shown at a given
carrier concentration of n =∑ν=±1(kν

F )2/2π = 1012 cm−2

for electron (black) and hole (red) doping. The in-plane angle
orientation was set to φq = 0◦, where tan φq = qy/qx . The
dotted-dashed lines show the long-wavelength result of Eq. (9),
which turns out to be in good agreement with the numerical
solution for a0q � 0.05. The plasmon dispersions and the EHC
for n and p doping clearly differ, where ωq is energetically
higher in the former.

Due to the large value of the band gap �, the interband
part of the EHC in ML-MDS is energetically very high and,

FIG. 3. (Color online) The solid lines show the plasmon spectrum
for an electron (black) and hole (red) concentration of n = 1012 cm−2.
The dashed lines show the boundaries of the EHC. The dotted-dashed
lines are the long-wavelength results of Eq. (9). The in-plane angle
was set to φq = 0◦.

subsequently, the plasmon dispersion enters the intraband
EHC. This is quite different compared to graphene where due
to the singularity of the free polarizability at ω = vF q (with
vF = 106 m/s being the Fermi velocity in graphene) damping
can only be caused by interband transitions.25 Comparing, e.g.,
Fig. 3 with the corresponding result obtained for suspended
graphene (Fig. 4), we can immediately see that the mode
in graphene becomes damped at much smaller wave vectors
a0q ≈ 0.02 compared to ML-MDS where damping appears
not before a0q ≈ 0.15. Moreover, the energy loss function
of graphene for such large momenta does not exhibit a
resonant peak and thus the plasmon is already overdamped.
However, the plasmon energies in graphene are clearly larger
compared to ML-MDS, e.g., ωgr

q /t0 ≈ 0.09, while ωMoS2
q /t0 ≈

0.01 at a0q = 0.02. It is interesting to note that while the
long-wavelength result in graphene,25 ω

0,g
q =

√
e2EF q/2πε0

(see dashed line in Fig. 4), overestimates the exact solution,
the approximate result of Eq. (9) is energetically below the
numerical value.

The difference in the plasmon energies for n and p

doping becomes enhanced for larger n = 5 × 1013 cm−2 as
the difference in the electron and hole masses becomes more
important; see Fig. 5. A detailed analysis of the dependence
of the plasmon energies ω2

q on the carrier concentrations

FIG. 4. (Color online) Plasmon dispersion (solid line) and bound-
aries of the EHC (dashed) for graphene with n = 1012 cm−2.
The dotted-dashed line shows the long-wavelength result ω0,g

q =√
e2EF q/2πε0.
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FIG. 5. (Color online) The solid lines show the plasmon spectrum
for an electron (black) and hole (red) concentration of n = 5 × 1013

cm−2. The dashed lines show the boundaries of the EHC. The dotted-
dashed lines are the long-wavelength result of Eq. (9). The in-plane
angle was set to φq = 0◦.

obtained for fixed a0q = 0.05 and φq = 0◦ is shown in Fig. 6,
clearly indicating that the asymmetry in the plasmon spectrum
increases for larger densities.

From Fig. 6 one can furthermore see that the plasmon
energy in ML-MDS is of the form ωq ∝ n1/2 as in a two-
dimensional electron gas. This can be understood from the
long-wavelength behavior of the plasmon frequency [neglect-
ing for simplicity terms quadratic in momentum in Eq. (1)],

ω0
q =

√
e2q

2πε0εr

√
(2EF − �) [EF (� + 2EF ) − λ2]

4E2
F − λ2

, (11)

as for realistic concentrations, e.g., n = 1013 cm−2, the ratio
�/2EF ≈ 0.97 is close to unity and thus we can approximate
Eq. (11) by (λ � �,EF )

ω0
q ≈

√
e2q

2πε0εr

√
EF

[
1 − �2

�2 + 4πt2
0 a2

0n

]

≈
√

2e2qμt2
0 a2

0

ε0εr�2

√
n.

Hence ML-MDS can be considered as a kind of a non-
relativistic limit of gapped graphene.31 In contrast, due to

FIG. 6. (Color online) Density dependence of the plasmon energy
ω2

q for electron (black) and hole (red) doping. In both cases
the spectrum clearly scales as ωq ∝ √

n. Parameters: a0q = 0.05,
φq = 0◦.

the ultrarelativistic nature of the charge carriers in graphene
the density dependence of the plasmon frequency ω

0,g
q =√

e2EF q/2πε0 scales as ω ∝ n1/4, where n = E2
F /πv2

F .26

Let us finally comment on the importance of the terms in
Eq. (1) that are quadratic in momentum. In Refs. 39,40 it was
pointed that these terms are necessary to properly describe the
result of previous ab initio calculations.42 Due to the smallness
of the trigonal warping contribution t1, the plasmon spectrum
turns out to be virtually isotropic and the angle dependence of
ωq is negligible. Comparing, e.g., the φq = 0◦ and φq = 60◦
result at a given momentum a0q = 0.2, we notice only a
very small relative difference of a few percent even for
large concentrations of n = 5 × 1013 cm−2. However, our
calculations also show that the other contributions proportional
to α and β, which are responsible for the different electron
and hole masses,39,40,42 cannot be neglected. Although the
qualitative behavior of the plasmon dispersion is captured
by the simplified model, the energies ωq obtained from the
extended model turn out to be clearly enlarged even for small
momenta.

IV. SCREENING OF IMPURITIES

Assuming the dielectric function to be isotropic, i.e.,
neglecting the trigonal warping term, the RPA improved
Coulomb potential can be obtained from

�(r) = Q

ε0

∫ ∞

0
dq

J0(qr)

ε(q,0)
. (12)

Here J0(x) is the Bessel function of the first kind and Q the
charge of the impurity. From the Lighthill theorem48 we know
that the asymptotic behavior of �(r) is determined by the
nonanalytical points of the dielectric function. Right at q =
2k±

F cusps will appear in the static polarizability indicating
such singular points.

While due to the absence of backscattering on the Fermi
surface in doped graphene only the second derivative of the
static dielectric function diverges at q = 2kF ,25,49 already the
first derivative does in an electron gas.33 As a result the power-
law dependence in graphene, �(r) ∝ 1/r3, is quite different
compared to �(r) ∝ 1/r2 in a 2DEG. Nevertheless, in both
cases the screened Coulomb potential exhibits characteristic
sinusoidal Friedel oscillations due to the existence of a sharp
Fermi surface.

In Fig. 7 we show the static polarizability of ML-
MDS for two different concentrations n = 1012 cm−2 and
n = 5 × 1013 cm−2, respectively. While in the former case

FIG. 7. (Color online) Static polarizability for (a) n = 1012 cm−2

and (b) n = 5 × 1013 cm−2 for electron (black) and hole (red) doping.
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FIG. 8. (Color online) Numerically calculated screened potential
for electron [(a) and (c)] and hole doping [(b) and (d)] for two dif-
ferent carrier concentrations n = 1012 cm−2 and n = 5 × 1013 cm−2,
respectively.

−χe
0 (q → 0,0) > −χh

0 (q → 0,0), the opposite is true in the
latter which can be understood from the DOS in Fig. 2.

For hole densities of n = 1012 cm−2 only one valence
band is occupied. Hence only one Fermi wave vector is finite
and the static polarizability is singular at q = 2k+

F ; see red
line in Fig. 7(a). In the other case of electron doping both
conduction bands are filled and the Fermi contour consists of
two concentric circles with different radii, where the relative
difference between k+

F and k−
F (of about 5%) is only small.

As as result the screened potential in Fig. 8 behaves as
�(r) ∝ sin (2k+

F r)/r2 for hole doping, while for the electronic
case �(r) deviates slightly from this behavior due to an
additional contribution proportional to sin (2k−

F r)/r2.
The case of n = 5 × 1013 cm−2 is more interesting as also

in the p-doped case both valence bands are occupied and
the corresponding wave vectors k+

F and k−
F differ significantly

due to the large value of the SOC parameter; see red line
in Fig. 7(b). The numerically calculated potential �(r),
as shown in Fig. 8(d), clearly shows a superposition of
two oscillatory contributions, whose periods are given by
1/2k+

F and 1/2k−
F , respectively. Such a beating behavior also

appears in monolayer graphene if Rashba SOIs are taken
into account.32 However, the important difference is that the

intrinsic SOC parameter in ML-MDS of about 80 meV is
naturally large compared to λR = 10 μeV (for 1 V/nm)8 in
graphene and does not need to be enlarged artificially in order
to see noticeable effects.

V. CONCLUSIONS

We have investigated the dynamical dielectric function in
a monolayer of molybdenum disulfide. As we have demon-
strated, plasmons in ML-MDS behave similarly to those in
two-dimensional electron gases. The density dependence of
the plasmon energies was shown to be of the form ωq ∝ n1/2,
while ωq ∝ n1/4 in graphene. Moreover, damping of plasmons
at large momenta is caused by the intraband transitions and
not by interband processes as in graphene. This leads to
the existence of a resonance in the energy loss function
in ML-MDS for momenta where the mode in graphene is
already damped out. Furthermore, due to the pronounced
electron-hole asymmetry in ML-MDS a distinct difference
in the plasmon dispersions of n- and p-doped samples is
predicted. This difference was shown to increase for larger
carrier concentrations.

Based on the form of the static polarizability, we expect
the screened Coulomb potential to show a beating of Friedel
oscillations for sufficiently large carrier concentrations due to
the different curvature of the conduction and valence bands
with different spin orientations. The numerical inspection of
�(r) confirms the above prediction, where the period of this
beating turns out to be roughly two orders of magnitude larger
than the lattice constant.

Finally, we want to point out that our results might not
only be relevant for ML-MDS but also for other group-VI
dichalcogenides. In Ref. 41, for example, it has been reported
that the intrinsic SOC parameter could further be increased
up to 215 meV if the molybdenum atoms are substituted by
tungsten, which in turn would enhance the effects predicted in
this work.
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