
PHYSICAL REVIEW B 88, 024305 (2013)

Real-time sub-Ångstrom imaging of reversible and irreversible conformations in rhodium catalysts
and graphene
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The dynamic responses of a rhodium catalyst and a graphene sheet are investigated upon random excitation
with 80 kV electrons. An extraordinary electron microscope stability and resolution allow studying temporary
atom displacements from their equilibrium lattice sites into metastable sites across projected distances as short
as 60 pm. In the rhodium catalyst, directed and reversible atom displacements emerge from excitations into
metastable interstitial sites and surface states that can be explained by single atom trajectories. Calculated
energy barriers of 0.13 eV and 1.05 eV allow capturing single atom trapping events at video rates that are
stabilized by the Rh [110] surface corrugation. Molecular dynamics simulations reveal that randomly delivered
electrons can also reversibly enhance the sp3 and the sp1 characters of the sp2-bonded carbon atoms in graphene.
The underlying collective atom motion can dynamically stabilize characteristic atom displacements that are
unpredictable by single atom trajectories. We detect three specific displacements and use two of them to propose
a path for the irreversible phase transformation of a graphene nanoribbon into carbene. Collectively stabilized
atom displacements greatly exceed the thermal vibration amplitudes described by Debye-Waller factors and their
measured dose rate dependence is attributed to tunable phonon contributions to the internal energy of the systems.
Our experiments suggest operating electron microscopes with beam currents as small as zepto-amperes/nm2 in a
weak-excitation approach to improve on sample integrity and allow for time-resolved studies of conformational
object changes that probe for functional behavior of catalytic surfaces or molecules.
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I. INTRODUCTION

In the recent past, significant initiatives have been dedicated
to the exploration of sustainable energy solutions.1–6 Certainly,
related research must address a rich diversity of challenges
because it is not only the static arrangement of matter
that must be understood at a single atom level but also
its collective behavior that leads to functionality. Moreover,
hybrid materials are now commonly explored to enable
more complex functions. Traditionally, transmission electron
microscopy (TEM) is considered the method of choice to
unravel the static structure of materials at atomic resolution.
This view is further strengthened by recent technological
advancements, which enable atomic resolution at elevated tem-
perature and pressure,7–10 dynamic electron microscopy with
a time resolution of picoseconds or even femtoseconds11,12 at
0.3–0.4 nm of spatial resolution,12 and aberration-corrected
electron microscopy with deep, sub-Ångstrom resolution and
single atom sensitivity.13–16 Such exceptional progress has
nourished a growing expectation to provide equipment and
concepts, which will enable capturing the dynamic behavior
of matter with single atom sensitivity at atomic resolution in
thermodynamically relevant conditions.

However, significant uncertainties must be addressed before
the emerging visions can be forged into feasible experiments.
In this respect, it is urgent to address the view that electrons of

mid-voltage energies around 300 keV and lower necessarily
damage hybrid materials too much to maintain structural
integrity at atomic resolution. In this energy range, there is
a rapid displacement of atoms that are bonded to corners,
edges, and surfaces of nanocrystals or catalysts since the
binding energies to these sites are lowered compared with
bulk values.17,18 In addition, ionization damage is known
to be most hazardous to the soft matter components19–21

of hybrid materials. Of note, it is unsettled to date to
what extent electron beam-induced structure alterations are
reversible or irreversible.22 In the presence of strong beam-
sample interactions, the achievable resolution is commonly
described by:23

d = (
d2

i + (S/N )2/(C2∗D)
)1/2

. (1)

Equation (1) relates the achievable resolution d to the image
contrast C, the signal-to-noise ratio S/N , the accumulated
electron dose D, and the native point resolution of the
instrument di . In biological specimens, D cannot exceed
∼1000 electrons/nm2, which only allows resolving a few
Ångstrom and prohibits single atom sensitivity.19 By compar-
ison, the atomic resolution imaging of a single carbon atom
in graphene sheets with a fair S/N ratio typically requires a
sample exposure to 106 electrons/nm2, which greatly exceeds
threshold values for molecules. Therefore, atomic resolution
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FIG. 1. Schematic representation of a strong excitation (top) and a weak excitation (bottom) experiment. For simplicity, a benzene ring is
depicted, but the schematics may also describe any atom cluster on an undefined substrate.

imaging of molecules, small atom clusters or surface structures
remains a grand challenge in basic sciences.24

Consequently, new concepts are developed and tested
that address atomic resolution imaging of radiation sensitive
materials. A most successful approach pursues strong object
excitations with x rays from a pulsed, free-electron laser.25

The method builds on capturing diffraction patterns within
femtoseconds after excitation to outrun the unavoidable mate-
rial decomposition (Fig. 1, top). Alternatively, it is proposed
to determine the three-dimensional (3D) conformations of
macromolecular assemblies at atomic resolution from large
data sets of images each recorded with an ultralow signal,
S/N � 3 (Fig. 1, bottom),26,27 even beyond current practices
in biological sciences. Implicitly, any such weak excitation
method assumes that object excitations into higher energy
states are reversible and not accompanied by uncontrolled atom
loss, as symbolized at the top of Fig. 1. If such models apply,
one would expect that dose rates dD/dt should become more
important than the accumulated electron dose D in Eq. (1), and
one could expect maintaining structural integrity at a larger
accumulated electron dose if it is delivered at a small dose
rate. Recent experiments with rhodium catalysts point to this
direction.28

This paper reports on previously uncontrolled phonon
excitations that often dominate beam-sample interactions if
atomic resolution imaging is practiced. It will be shown
that such excitations can be tuned by electron dose rates
to intentionally stimulate reversible or irreversible structure
alterations. The finding opens room for the deployment of a
weak-excitation approach for electron microscopy that also

allows exploring the gray zone between both extremes of
Fig. 1. It is enabled by a recently developed in-line holography
concept with dose rate variations by orders of magnitude
at acceleration voltages between 20 kV and 300 kV.29 The
currently obtainable time resolution is in the range of minutes
to milliseconds, and one can address turnover frequencies of
chemical reactions for example. We demonstrate the validity
of the concept by detecting phonon-assisted single atom
trajectories and atom displacements by phonon excitations that
create structure alterations relevant to the onset of functional
system behavior.

II. RESULTS

A. Experimental details

Our experiments are performed with the Transmission Elec-
tron Aberration-Corrected TEAM 0.5 microscope operated at
80 kV. Details of its capabilities are published elsewhere.13,29

In brief, we achieve deep sub-Ångstrom resolution and long-
time stability30 by protecting an aberration-corrected status
of the microscope with the voltage-dependent29 and small
chromatic-aberration coefficient Cc of an Ultra Twin objective
lens31 and by narrowing the energy spread of the high-
brightness Schottky field emitter with a monochromator.32

Residual lens aberrations are removed post–image acquisition
during numerical reconstruction of the electron exit wave
functions that creates the in-line holograms.33 In this process,
the recorded focus series of images are aligned to a precision
of 2.4 pm.34 The instrument is tuned to a negative spherical
aberration coefficient Cs = − 15 μm, and structural images
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FIG. 2. (Color online) Phase image of a GaN [112] in-line hologram recorded at 80 kV. The contrast of the Ga and N columns differs largely
because it scales with the atomic number Z2/3. At the bottom of the image, the crystal is 1–2 nm thick. A structure model and a line profile are
inserted showing the 80-pm separation of Ga and N dumbbells and the 63-pm separation within each Ga or N dumbbell. The elliptical shape
of the Ga contrast in the lower half of the image is caused by the barely resolved Ga columns with a geometrical separation of 63 nm, as shown
in the extracted line profile.

of thin samples occur at an overfocus of ∼10 nm.35 In this
configuration, TEAM 0.5 exhibits an extraordinary small focus
drift �fd of only 0.4 nm during minutes of recording time,29

which is significantly smaller than the resolution limiting focus
spread �fr of 0.7 nm.33 The deep sub-Ångstrom resolution
between 0.06 nm and 0.07 nm of the microscope at 80 kV is
shown in Fig. 2 by resolving an adequate dumbbell spacing in
GaN [112].

Since �fd < �fr , the acquired images are limited by
resolution and not by drifting aberration coefficients.30 This
condition must be fulfilled to reliably interpret contrast
changes across distances as small as 0.06 nm to 0.1 nm
in experiments that last minutes. Further, we bypass the
traditional condenser system using a new monochromator-
assisted illumination scheme28 and only expose sample areas
of 400–900 nm2 that are matched to the size of the charge-
coupled device (CCD) camera at high resolution. Thereby,
we eliminate any unnecessary sample exposure to the elec-
tron beam, which causes uncontrolled damage. In the past,
attempts to approximate this situation were mostly sacrificed
to accommodate a larger field of view. Moreover, the new
illumination scheme allows for rapid dose rate adjustments
by orders of magnitude.28 Exposure times vary between 0.1
and 1 second, and the images are recorded with a sampling
rate of 0.02–0.03 nm/pixel. For a detailed image analysis, the
images are resampled on a 6-pm pixel grid using a bilinear
extrapolation scheme, which is possible without increasing

noise because of the high S/N of better than 10:1 from one
carbon atom in a reconstructed wave function. Our resampling
process did not reach beyond 1/8 of a pixel size because
smaller values approach the precision as to which images are
aligned in the reconstruction process of the exit wave function.
Other image processing routines include the extraction of an
averaged motive and its standard deviation by cross-correlation
averaging, which is a procedure that is commonly employed to
boost the S/Ns from identical objects in biological samples36

and a solution to the phase problem by reconstruction of the
complex electron-exit wave function from focus series of real
space images.29 The MacTempas software package37 is used
to apply these procedures. In addition, the software allows for
image simulation by multislice calculations using theoretically
predicted atom positions as input parameters.

Density functional theory (DFT) under the generalized
gradient approximation (GGA)38 is applied to calculate the
graphene and rhodium systems. Projector-augmented wave
pseudopotentials39 are used as implemented in the Vienna
Ab initio Simulation Package (VASP) code.40 Transition path
potential barriers are calculated by the nudged elastic band
(NEB) method41 for a rhodium thin film slab that contains
144 atoms arranged in two monolayers. The behavior of
interstitial atoms is calculated for the face-centered cubic (fcc)
structure of rhodium using a periodic supercell containing
108 rhodium atoms arranged in 3 × 3 × 3 fcc cubes with
a 3 × 3 × 3 Monkhorst-Pack k-point set for the supercell.
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FIG. 3. Six structural images from a time series of 60 images of a rhodium catalyst in the [110] projection. Image acquisition numbers are
listed. Dose rate is six 105 electrons/nm2/s. Gray arrows point to beam-induced atom displacements >60 pm that relax in successive frames
(white arrows). The image contrast greatly fluctuates (see Supplemental Material, Ref. 48).

The periodic supercell for graphene contains 24 atoms and
is used with 5 × 5 × 1 Monkhorst-Pack k-points. Ab initio
molecular dynamics (MD) simulations are carried out at
average temperatures of 2500 K, 5000 K, 7500 K, and 10 000 K
with time intervals of 2 fs. C-C bonds are constantly breaking
and reforming at 10 000 K, and the graphene structure is lost.
Therefore, we used 10 000 K as an approximate melting point
temperature Tm of graphene. Experimentally, the solid/liquid
phase transition temperature of graphite is ∼4000 K (see
Ref. 42), but it is known that the melting point of a graphene
sheet is significantly higher because of absent interlayer carbon
bonds.

Rhodium catalysts were prepared by impregnation of
alumina with an aqueous solution of rhodium chloride and
ammonium metatungstate to yield 2 wt% rhodium and a
rhodium-to-tungsten ratio of 1. The impregnated catalyst was
reduced in hydrogen at 300 ◦C and dispersed on holey carbon
grids for observation. In the context of this paper, the catalysts
are treated as rhodium crystals, and expectable contributions
from the tungsten co-deposition will be reported elsewhere.
The fabrication of exfoliated graphene sheets for imaging with
electron beams has been reported and includes a prolonged
exposure of single graphene layers to the high-energy electron
beam. This removes all unwanted surface contaminants on
a time scale of half an hour and eventually creates holes in
exposed sample areas.43 Finally, the strontium titanate (STO)
samples are prepared in cross-section geometry by mechanical
polishing, ion-beam processing, and thermal treatment. All
measurements were done at room temperature.

B. Reversible atom displacements in a rhodium catalyst

Our investigation builds on previous reports about electron
beam-induced atom displacements in thin films22,44,45 that are
sample thickness dependent46 and most prominent in surface

proximity and in nanocrystals consisting of a few atomic
layers. A sequence of images from the central part of a
rhodium catalyst is shown in Fig. 3 at a magnification that
allows observing sub-Ångstrom atom displacements by visual
inspection. Atom columns appear bright on a dark background
and contain 2–3 atoms on average (thickness: ∼0.6 nm).22

Since the phase contrast from atoms in thin films increases with
their atomic number Z2/3 (ZC = 6, ZRh = 45, ZW = 74; see
Ref. 47), the rhodium contrast is strong and should be constant.
Instead, it greatly fluctuates during observation, as reported
earlier.22 There, the contrast fluctuations have been attributed
to electron beam-induced phonon excitations resulting in 3D
low frequency atom displacements, which are assumed to be
random. A better impression of the seemingly continuous con-
trast fluctuations in the image series is provided in Movie-Rh
(see Supplemental Material).48 Expanding our previous work,
Fig. 3 shows that such temporarily generated contrast appears
systematically close to the projected tetragonal interstitial sites
that are marked by IT in Fig. 4(a). These sites are separated by
a projected distance of only 95 pm from lattice site positions.
Their 3D separation distance is 0.165 nm. Moreover, any
contrast that is generated in the space between lattice sites also
disappears in a successive frame of Fig. 3. Rarely, we detect
similar contrast variations occurring close to the octahedral
interstitial sites IO [Fig. 4(a)], which suggests that they are not
random but site specific. Equally important, the experiment
documents that the crystal structure and its occupation with
Rh atoms is maintained throughout the observation time.
This requires that all underlying excitations are entirely
reversible in suitably chosen current and voltage conditions.
Thus, the randomly delivered electrons do not cause ran-
dom excitations only. Instead, they thermalize into distinct
metastable structures that can be observed and modeled as
time-dependent deviations from an average structure, as shown
next.
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FIG. 4. (Color online) (a) Temporary atom displacement in frame
57 marked by arrow. Selected sites are pointed out. Dark circles are Rh
lattice sites. Small light and dark circles are octahedral and tetrahedral
interstitial sites IO and IT . (b) A calculated excitation/relaxation
trajectory (0–5, bright circles) that matches the spatial distribution
of the temporary image contrast in frame 57. (c) Total energy
calculations for the displacement. Inset: Projected view of the
corrugated Rh [110] surface in slab geometry.

First, we consider rhodium atoms that are displaced from
their lattice site into interstitial sites and create Frenkel
pairs. Such displacements are unstable if they occur in
a nearest tetrahedral interstitial site because the generated
interstitial/vacancy pair will recombine, as indicated from
our DFT calculation. In contrast, an atom displacement into
a second nearest tetrahedral site or the nearest octahedral
site creates a metastable situation of prolonged lifetime.
In the experiment, we rarely observe contrast formation in
octahedral interstitial sites, and one must speculate about
reasons why displacements into the second nearest tetrahedral
interstitial sites are preferred. However, an agreement between
the calculation and the experiment is achieved by considering
atom trapping into surface states of the 0.6-nm-thin crystal.
Results of these calculations are shown in Fig. 4(b) where the
characteristic displacement trajectory of an excited Rh atom
is described by steps 0 through 5 and is inserted into the
experimental image. The excellent match of its path to the
generated extra contrast between atom columns allows us to

identify this event as one origin for the temporary contrast
generation. Figure 4(c) depicts total energy GGA calculations
for this displacement, including the activation of a rhodium
atom across an energy barrier of 1.05 eV for the excitation
process and of 0.13 eV for recombination. Since total energy
calculations typically underestimate barrier heights, we expect
the actual barrier might be larger. These energies can be
compared with binding energies between 1.7 eV and 4.6 eV for
rhodium atoms in small clusters that decrease with decreasing
crystal size.49 Obviously, the internal energy of atoms bound
in small clusters or to surfaces can be raised by electron
irradiation to reach stability limits. Finally, the inserted view
of the Rh crystal in Fig. 4(c) shows that the excited atom is
temporarily captured in the channel of the corrugated [110]
surface.

C. Reversible atom displacements in graphene

Having established a reasonable explanation for the contrast
fluctuations, a deeper understanding of basic principles bene-
fits from a simpler sample structure, which is why we resorted
to investigating graphene, a single layer of sp2-bonded carbon
atoms. The signature of temporary carbon atom displacements
is even weaker in graphene than in rhodium because of the
reduced scattering power of the light element. In essence,
we aim now at the detection of a fractional contrast from a
single carbon atom that may be as weak as the phase contrast
signature from a single hydrogen atom. Therefore, we reduce
noise by recording the focal series of 20 images from graphene
that are reconstructed to obtain the complex electron exit wave
function with an enhanced S/N .29,31

A resulting phase image of graphene is shown in Fig. 5(a).
It depicts its time-averaged structure at atomic resolution with
a S/N that cannot be matched by another method using
an equal electron dose at the given magnification. Again,
we display the image at a large magnification to allow for
an identification of irregularities by visual inspection. The
two most recognizable events, A and B, are pointed out by
arrows; a horizontal line eases the recognition of vertical atom
displacements that reach tenths of picometers. The magnitude
of the existing atom displacements from their equilibrium
positions is determined by repetitively measuring the projected
0.14-nm C-C dumbbell distances across the entire image of
Fig. 5(a) using a refined peak-fitting procedure. This method
has been previously established and applied to extract the
equivalent 0.14-nm Ga-As dumbbell distance in a 7-nm-thick
GaAs sample.34 Both measurements are compared in Fig. 5(b),
and it is seen that the data spread 2σ = 46 pm in graphene
exceeds the equivalent GaAs value by a factor of 10. Next,
we amplify contrast from additional but weaker site-specific
displacements events in Fig. 5(a) by cross-correlating the
hexagonal atom structure of graphene to every equivalent
cell in the image, which allows calculating an average motive
with an improved S/N and its standard deviation. The results
are shown in Figs. 5(c) and 5(d), respectively. Of specific
interest is the standard deviation image since it does not
exhibit random noise but a modulated intensity pattern with
accumulated contrast in positions A, B, and C. They are
distinguishably different from the nearby lattice sites because
of the sub-Ångstrom resolution of the instrument. In graphene,
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FIG. 5. (a) Phase image of graphene. Accumulated electron dose
is four 107 electrons/nm2. The inset is an image simulation of
contrast fluctuations that are caused by atom displacements from MD
simulations at 0.75Tm. (b) Histogram of the C-C dumbbell distance in
(a) and an equivalent measurement from GaAs.34 (c) Average motive
in (a). (d) The corresponding standard deviation amplifies reoccurring
contrast in specific locations A, B, and perhaps C in unexpected sites.

however, both the large atom displacements from Fig. 5(b) and
the accumulation of additional contrast in specific locations
in Fig. 5(d) cannot be understood by modeling single atom
trajectories since activation barriers for excitations are large
and recombination is immediate.

We test the hypothesis that metastable states or eigenmodes
can emerge from collective system excitations. Indeed, our
MD simulations that are summarized in Figs. 6 and 7,
and Table I strongly support this view. Figure 6(a) shows

FIG. 6. (Color online) MD simulations at four different tem-
peratures. (a) Histogram of the projected atom displacements from
their equilibrium position highlighting the skewness of the distribu-
tions. (b) Magnified view emphasizing extreme displacement values
>30 pm that exceed reasonable Debye-Waller factors for 0.5Tm and
0.75Tm. Spatial distribution of 24 000 carbon atom displacements for
(c) 0.5Tm and for (d) 0.75Tm. The radius of the circles reflects the
most common displacements (Debye-Waller factor).

histograms of calculated atom displacements that are extracted
from 24 000 configurations of graphene and by a projection
of the 3D atom displacements into an image plane. We
consider four different temperatures between the melting point
and a quarter of the melting point temperature. It is seen
that the most common displacements u at the maximum of
the distributions shift towards larger values with increasing
temperature from 11 pm to 18 pm (Table I). If one attributes
u to a Debye-Waller factor B = 8π2u2, values between 1
and 3 Å2 are calculated (Table I), which agree well with
experimentally determined bulk values of graphites between
1–2 Å2 at room temperature.50 Most remarkable, however, is
the pronounced skewness of the distribution that increases
with temperature because of a rapidly increasing number
of displacements larger than 30 pm, which certainly exceed
reasonable values for Debye-Waller factors [Fig. 6(b)]. Table I
lists the number of displacements larger than 30 pm as a
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FIG. 7. (Color online) Two MD simulation snapshots at 0.75Tm of graphene in top view (a) and side view (b). (c) Lattice image by multislice
simulations; top: static structure with B = 1 Å2. Bottom: B = 1 Å2 and using a 100-fs time average of the calculated MD configuration as an
input. The inset is Fig. 6(d).

fraction of the total displacements. Such a ratio increases
to 23% at 0.75Tm. The spatial distribution of all atoms with
respect to a central carbon atom and its next neighbors is shown
in Figs. 6(c) and 6(d) for 0.5Tm and 0.75Tm, respectively. A
comparison of both figures highlights a dominantly random
data distribution at low temperature. However, site-specific
excitations emerge from this distribution into positions A and
B as the temperature increases. At a temperature of ∼0.75Tm,
about a quarter of all displacements exceed 30 pm, which
makes large atom displacement a most common event and
detectable in micrographs with deep sub-Ångstrom resolution.
Therefore, we conclude that random phonon excitations of
the entire object can temporarily stabilize site-specific atom
displacements, which we observe in the micrographs. Since
such displacements are site specific (systematic), they do
not vanish upon averaging. More generally, the question of
how structure emerges in objects upon random excitations has
sparked debates about entropy since the early developments of
thermodynamic concepts.51

Figure 7 provides a better understanding of the phenomenon
and its relation to the experiment. Two snapshots of the MD
simulations are shown in top and side views. They both present
significant deformations that the simulated graphene sheet

TABLE I. Characteristic values of the projected bond-length
distributions in graphene that are shown in Fig. 6(a).

Melting point Maximum [pm]/ Displacements
temperature Tm Debye-Waller [Å2] >30 pm Skewness

∼Tm - 23 925/99.7% 0.08
0.75Tm 18/2.6 5620/23% 1.75
0.5Tm 14/1.5 990/4% 0.81
0.25Tm 11/0.96 147/0.6% 0.49

experiences upon thermal excitation [Figs. 7(a) and 7(b)].
Out-of-plane displacements occur with amplitudes as large as
0.15 nm. Thus, the sp2-bond character of carbon atoms in
graphene is locally altered to include sp1- and sp3-bonding
components that create chainlike structures and tetrahedral
configurations locally. Fleeing ring structures are formed from
five and seven carbon atoms. The difference between random
and directed displacements in images from graphene is shown
in Fig. 7(c) by multislice simulations. We assume a Debye-
Waller factor B = 1 Å2 to describe random displacements and
utilize the calculated atom coordinates from the MD simula-
tions to describe all directed displacements that occurred over
a time period of 100 fs. The differences in such images (and
in the corresponding phase images of a simulated electron
exit wave function) are significant since directed structural
changes cause contrast fluctuations and displacements far
beyond values that one may expect from Debye-Waller factors.
In particular, preferential displacements can be identified that
include the sites A and B in this example, which are measured
in the experiment as shown by the inset in Fig. 5(a). Therefore,
we conclude that collective atom excitations can temporarily
stabilize large atom displacements that occur irregularly in
time as a result of a suitable displacement of many atoms and
long-range interactions. One may call them rare events. In
fact, it was reported earlier52 that the integration of long-range
interactions into calculated phonon dispersions in graphite
explains modes that include a translation of carbon atoms
from their lattice site towards locations B and C, as observed
in our experimental image in Fig. 5(d). In more general terms,
we observe the channeling of random phonon excitations into
a few site-specific displacements that point toward possible
structural evolutions. It is tempting to apply this knowledge
and predict a transformation path for the phase transformation
of graphene into carbene.
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FIG. 8. (a) Time-resolved measurement of a carbene chain forma-
tion from a graphene bridge. Four frames of a time series of 40 images
are shown. The time interval between successive images is 1.4 s.
(b) Atomic resolution is obtained in frame 31. (c) Theoretical bond
distances and models of polyyene and cumulene are displayed. (d) Ge-
ometrical transformation of graphene into carbene as a result of atom
displacements from lattice sites into positions B and C of Fig. 5(d).
(e) Comparison of the model with the experiment in frame 34.

D. Irreversible phase transformation of graphene into carbene

A graphene sheet is transformed into linear chains of
sp1-bonded carbon atoms by electron irradiation, as described
in the literature.53,54 Movie-C in the Supplemental Material48

depicts the entire process. Four snapshots of this phase
transformation are displayed in Fig. 8(a). In frame 1, two
adjacent holes are created by irradiation with a dose rate
of five 106 electrons/nm2/sec, which remain separated by a

narrow graphene bridge. The bridge width is further reduced
by preferentially removing carbon atoms from edge positions43

until structure fluctuations occur in frame 25, and carbon
chains form spontaneously that are ∼1 nm long.

Surprisingly, the carbon chains remain stable during
the extreme electron illumination and 13 successive im-
ages are acquired (frames 27–39; accumulated dose: nine
107 electrons/nm2) before the chains disintegrate in frame
40. Significant chain displacements occur during their obser-
vation, which are most obvious in Movie-C (see Supplemental
Material),48 but interchain cross-linking is not observed. In
spite of their motion, atomic resolution is achieved in frame 31
and is shown in Fig. 8(b). In frame 34, a kink was formed with
an angle of (116 ± 8)◦ [Fig. 8(c)]. Topologically, the temporary
formation of this kink from a previously straight line requires
a chain length extension from 1.0 nm (includes nine carbon
atoms) to 1.2 nm that must be accommodated by the addition
of at least one extra carbon atom to the chain length if the
average bond distance of 0.13 nm is to be preserved.

Short chains of carbon atoms are known as carbenes,55

and they form polytypes with alternating single and triple
bonds (polyyne) or double bonds (cumulene) as shown in
Fig. 8(c).56 Kinks form on both polytypes with characteristic
angles α = 115–120◦ for polyyne and α′ = 155–158◦ for
cumulene.56 Therefore, a measured kink angle of (116 ± 8)◦
reveals that polyyne is formed in our experiments in agreement
with the theoretical expectation that polyynes are more
stable than cumulenes.57 However, the beam-induced chain
displacements also suggest that bond alterations among single,
double, and triple bonds must occur just as in the case of
graphene where hybridization is affected. Therefore, structure
fluctuation between polyyne and cumulene can occur, but
they are undetectable by bond-length measurements within
the experimental error of Fig. 8(b). Most remarkable is the
fact that the chains do not disintegrate immediately in the
high-energy electron beam but maintain conformations over
extended time periods. Carbon atoms can even be added or
removed from the chains. This unexpected behavior can be
understood if one accepts that bonds break rapidly during the
observation but reform faster than atoms can be removed. This
process can be called “self-healing.”

Since possible phase transformation trajectories from
graphene into carbene are unknown, we use now the measured
excitations of carbon atoms in graphene in the locations B and
C from Fig. 5(d) as a guideline to produce the geometrical
transformation model shown in Fig. 8(d). The process is
irreversible because it is accompanied by 33% atom loss.
The detailed match of the resulting geometrical model with
the experiment in Fig. 8(e) supports the interpretation that
collective excitations direct the displacement of carbon atoms
in the graphene bridge and stimulate this irreversible phase
transition. Modeling single atom trajectories cannot capture
this mechanism.

E. Dose rate dependences

Since the observed atom displacements are electron beam–
induced, one must observe a contrast reduction in high-
resolution images with an increasing dose rate (beam cur-
rent). This contrast behavior becomes only observable after

024305-8
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FIG. 9. (a) Measured logarithmic decrease of the image contrast
with dose rates in phase images of reconstructed electron exit-wave
functions. Focus series from identical areas of the rhodium catalysts
and a STO confirmation sample were reconstructed from 60 images
in a series. In Si , i = 1–4, labels their recording sequence of a series.
(b) Contrast in simulated-phase images from two rhodium atoms in
an isolated column on lateral atom displacements of the top atom.
Simulated phase images were reconstructed from simulated focus
series of 10 images using the listed vibration amplitudes as an input
to a Gaussian damping function. The solid line separates regions
where the lateral displacements are either larger or smaller than the
average vibration, as symbolized by the inserted schematics. Broken
horizontal lines and arrows frame an identical phase range in (a)
and (b).

minimizing experimental artifacts related to the CCD camera
or to a sample drift. It must occur from a physical point of
view because an increasing number of impinging electrons
will rapidly increase local phonon emissions that successively
displace atoms from their equilibrium position and soften
the electron-scattering potential. For this reason, we acquire
focal series of images with varying dose rates from the
rhodium crystal and a STO confirmation sample. Figure 9(a)
shows that contrast decreases logarithmically with the dose
rate in both cases. In rhodium, it decreases by a factor of
larger than two if the beam current increases from four
103 electrons/nm2/s to six 105 electrons/nm2/s. Contrast

losses by 50% or more are known as unexplainable mismatches
between experimental images and image simulations.28 Here,
we find that they are caused by beam-induced phonon
excitations. From the magnitude of the effect, one concludes
that dynamic contributions to the image formation process
can even exceed electron-scattering contributions from static
objects in conditions for traditional high-resolution imaging. In
view of this significant contrast loss, imaging in low dose rate
conditions is greatly beneficial. In addition, there is significant
room to study the dynamic behavior of matter by interpreting
the dose rate dependence of contrasts, as demonstrated in this
paper.

Alternatively, one may quote molecule motion across
surfaces as a possible cause for a fluctuating contrast. However,
the contrast change with the dose rate (0.5 rad measured
compared with ∼0.1 radian for the contrast of light atoms
or molecules), and the reproducibility of the effect (data set
Rh: S1 = S4 or data set STO: S2 = S3) that are shown in
Fig. 9(a) exclude such interpretations.

In our image simulations, we distinguish between thermal
excitations and dose rate effects using ordinary Debye-Waller
factors of bulk materials and describe the beam-induced atom
displacements by a Gaussian damping function with dose-rate-
dependent vibration amplitudes. In the past, the procedure was
used to accommodate mechanical microscope instabilities58

that largely exceed the displacements, which we consider here.
It is shown in Fig. 9(b) that damping amplitudes between 68 pm
and 40 pm accurately describe the phase signal enhancement
in Fig. 9(a), which is caused by decreasing dose rates from six
105 electrons/nm2/s to four 103 electrons/nm2/s. From the
MD simulations of Fig. 6, one estimates that the difference of
∼30 pm corresponds to a temperature reduction of ∼0.25Tm in
the simulation. It is also seen that all lateral atom displacements
smaller than the assumed damping amplitude are undetectable
except for their contribution to a reduction of the average
signal strength. Only if lateral displacements occur greater
than the average damping amplitude and only if they exhibit
a lifetime that is comparable to the image exposure time can
they be captured in an image. In this sense, the finite image
exposure time acts as a filter that enhances the detection of
lateral structure alterations that present the successful attempts
of the excited system to alter its structure.

III. DISCUSSION AND CONCLUSIONS

Egerton et al.20 recently reviewed beam-sample inter-
actions. Beyond their considerations, Jiang and Spence59

suggested a spontaneous structure restoration as a possible
mechanism for restoring material integrity upon sample
excitation above threshold values. This aspect of self-healing
is explored here by dose-rate-controlled aberration-corrected
electron microscopy.

Figure 10(a) shows the available parameter space for such
experiments in the TEAM 0.5 microscope by depicting the
power P = U × I , which is generated by a beam current
I of electrons that are accelerated by a voltage U . Scaled to
square meters, the available power can exceed 1012 watts/m2.
Obviously, any small, absorbed fraction of this available power
would vaporize any solid. However, the maximum power can
easily be reduced by nine orders of magnitude upon current
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FIG. 10. (a) Available parameter space to perform dose-rate-
dependent atomic resolution electron microscopy. Arrows point
toward increasing beam-sample interactions as a result of specific in-
teractions. (b) Energy deposition in carbon materials. Characteristic,
accumulated electron doses are marked and compared with formation
energies of selected molecules or nanocrystals.

reduction only. Atomic resolution imaging with atto-amperes
or less, however, would hardly create contrast above noise
with typical image exposure times of 1 second. Therefore, we
employ in-line holography to create a single image from hun-
dreds of frames that are recorded over several minutes.29 Ac-
celeration voltages can be altered between 20 kV and 300 kV
while maintaining atomic resolution.29 Compared with current
variations, such voltage differences change the power depo-
sition marginally. Nonetheless, beam-sample interactions are
most commonly discussed in the context of voltage-dependent
ionization or displacement damage,20 which are certainly
relevant processes that are rarely distinguished from beam-
induced phonon excitations. The present phonon excitations
are well documented in early work60 and in recent time-
resolved measurements.12 Such time-resolved measurements
also suggest that we do not observe short time excitations in
the electronic structure of the materials but atomic motions
in the thermalization process. In this regime, the lifetime of
phonons approaches the average delivery time for electrons,
which is set by dose rates. As a result, we expect observing
dose-rate-dependent contrast modulations. The relevance of
reversible excitations becomes obvious if one estimates the

energy E per volume V , which is dissipated in the sample
and by61

E/V = n∗ρ∗dE/dx. (2)

Here, n is the accumulated number of impinging electrons
per unit area, ρ is the material density, and dE/dx is the
stopping power, e.g., the energy dissipated per unit per mass
thickness. This estimate is shown in Fig. 10(b), where we used
ρ = 3.5 g/cm3, dE/dx = 3 × 106 eV/cm2/g (at 60 kV)
and 177 carbon atoms/nm3 for the specific case of the cubic
diamond structure. We consider the accumulated electron dose
only, which obviously omits any rate dependences. For a light
element such as carbon, two-thirds of all scattering events are
inelastic. Moreover, the energy densities are compared with
formation energies of selected molecules and with total ener-
gies of small nanocrystals that may contain 1000 atoms or so.
It is seen that an accumulated dose of only 1000 electrons/nm2

already increases the inner energy per carbon atom by several
electron volts, which already exceeds the formation energy
of water molecules during observation. Therefore, it seemed
reasonable to accept such low dose values as an upper
boundary for damage-free imaging of soft matter, as practiced
for biological samples. In atomic resolution imaging, an
accumulated dose of typically 105–106 electrons/nm2 is used,
which most certainly exceeds any reasonable binding energy
of single atoms. Even if this energy is shared between ∼1000
atoms, an excitation of a few electron volts per atom would
remain, which is enough to cause sample decomposition
or melting. In light of this estimate, it should be entirely
impossible to image a single chain of 10 carbon atoms with
an accumulated dose of 108 electrons/nm2 (Fig. 8) without
acknowledging the existence of reversible excitations and a
concept of self-healing.

It is interesting considering how the available energy is
stored in the object. Unlike using a conventional illumination
system in transmission electron microscopy, we match the
illuminated sample area to the field of view defined by the CCD
camera, which allows us to control the number of scattering
events in the sample and tune the inner energy of the system.
Using a beam current of 105–106 electrons/nm2/s and a 30 nm
× 30 nm large field of view, 108–109 high-energy, inelastic
scattering events occur in each second if every electron
participates. Most obvious contributions to the internal energy
U of an elastic medium include

U = T S + 1/2 σij εij . (3)

Here, T is temperature, S is entropy, and 1
2 σij εij is the

elastic energy described by general expressions for stress and
strain, respectively. It is beyond the scope of this paper to
quantitatively untangle all contributions from beam-sample
interactions to the internal energy of the investigated samples
at this point. Instead, it is noted that time-resolved TEM
experiments with graphite are currently performed that aim
to perform this task with femtoseconds of time resolution
and a spatial resolution of a few Ångstrom.12 Concerning the
structural dynamics of graphite62 or graphene, a converging
view emerges that Debye-Waller factors alone cannot explain
the measured mean-square atom displacements in excited
samples. Instead, their explanation requires a strong coupling
of phonons and many particle interactions.
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In our simulations, the increase of internal energy is
entirely attributed to temperature, which would increase by
hundreds of degrees in high dose rate conditions unless
temperature is rapidly channeled into the substrate that holds
the investigated samples in place. Alternatively, entropy would
moderate any temperature increase since it contributes to
the specific heat of materials through the logarithm of a
partition function. An expected logarithmic contribution of
the numerous beam-induced object vibrations to the internal
energy of samples is consistent with the observed logarithmic
dependence of image contrast on dose rates. Both aspects
are quite relevant since dynamic measurements of a phase
transition in Cu2S nanocrystals recently verified that a sample
irradiation with a high dose rate increases temperature by only
a few degrees,63 and it is known that electron beam-induced
temperature increases can be small.64 Elastic contributions
to the internal energy would increase quadratically with
increasing atom displacements and appear most prominent in
small nanocrystals, thin films, and in surface proximity, where
binding energies are lowered and materials are more flexible.
Again, this expectation is in agreement with our experimental
results.17,22,45,46

Finally, our investigations allow for unambiguous interpre-
tations because we intentionally investigated simple structures.
Investigations of more complex systems are being pursued
now and will be published soon. In this paper, the detection
of single atom trajectories by electron microscopy and the
observed dynamic stabilization of characteristic displacements
in graphene are reported, which could only be accomplished
by applying deep sub-Ångstrom electron microscopy at
80 kV using a microscope of extraordinary stability. Further,
we point out that collective sample excitations probe the
potential energy surface of a sample more completely than
state-of-the-art calculations using single atom trajectories65

and that the detection of extreme displacement values is of
general interest in modeling rare but significant events.66

Beyond these findings, the paper establishes a weak excitation
approach for electron microscopy that is compatible with
environmental9 and time-resolved12 TEM in broad-beam
mode. Certainly, ionization or displacement of atoms proceeds
constantly during the imaging process at any voltage and

current, and it will set an ultimate limit to the application
of electron microscopy. Here we stress that contributions
of phonon excitations are equally relevant and demonstrate
that the existence of reversible system excitations matters
greatly since it delays sample degradation to an unexplored
end.
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