
RAPID COMMUNICATIONS

PHYSICAL REVIEW B 88, 020402(R) (2013)

Unraveling the origins of electromechanical response in mixed-phase bismuth ferrite
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The origin of giant electromechanical response in a mixed-phase rhombohedral-tetragonal BiFeO3 thin film
is probed using subcoercive scanning probe microscopy based multiple-harmonic measurements. Significant
contributions to the strain arise from a second-order harmonic response localized at the phase boundaries.
Strain and dissipation data, backed by thermodynamic calculations, suggest that the source of the enhanced
electromechanical response is the motion of phase boundaries. These findings elucidate the key role of labile
phase boundaries, both natural and artificial, in achieving thin films with giant electromechanical properties.
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The recent discovery of a strain-induced morphotropic
phase boundary (MPB) in epitaxial bismuth ferrite [BiFeO3

(BFO)] thin films1 with a giant piezoelectric response2 as well
as electrically switchable spontaneous magnetism3 has trig-
gered immense scientific interest. Experiments thus far reveal
this system to contain a rich tapestry of phases and interfaces4–8

and hint at a variety of mechanisms (e.g., polarization rotation,
electrostriction, and phase boundary motion) behind the
enhanced piezoelectric response. However, none provide a
direct and complete picture. Theoretically, Roytburd et al.9

propose that the large response found in mixed-phase films
arises from properties manifesting from elastic interactions
between heterophase domains; particularly, elastic interactions
lower energy barriers between competing phases, increasing
the mobility of phase boundaries. Indeed, the significance of
the motion of artificially created phase boundaries has been
demonstrated.10 It follows that unraveling the direct role of
the interfaces such as nanoscale phase boundaries is required
to understand the origins of the unique functionality of this
materials system, especially given that novel properties often
localize at the interface.11,12 This knowledge also underpins
mechanisms that control the behavior of a wide class of
disordered materials such as relaxors,13 martensites,14 strain
glasses,15 and polar oxides.16

In this Rapid Communication, multiple-harmonic scanning
probe microscopy (SPM) and thermodynamic calculations
are exploited in a complementary fashion to decipher the
origins of enhanced electromechanical response in mixed-
phase BiFeO3 thin films. By quantitatively probing the first-
and second-order harmonics of strain and dissipation with
band-excitation SPM methods,17,18 competing contributions
are decoupled and mapped spatially with nanometer precision.
A Rayleigh-type model is then developed to explain the
experimental observations. The results show that activated
phase boundary motion is the source of enhanced piezoelectric
response at low fields, as opposed to other intrinsic effects such
as polarization rotations. This provides direct experimental
evidence of the nanoscale origins of enhanced piezoelectric

response in mixed-phase BFO. Furthermore, this approach
can be extended to other polycrystalline and polydomain
ferroelectrics in order to grasp the role of such extrinsic
contributors19–23 in their electromechanical response.

Figure 1 outlines the possible sources of enhancement in-
cluding interfacial mechanisms, i.e., reversible and irreversible
motion of phase boundaries,24 and lattice contributions arising
from polarization rotation25,26 or electrostriction.27,28 Impor-
tantly, while indistinguishable in linear theory, these mecha-
nisms give rise to markedly different nonlinear behaviors.29–31

Whereas reversible interfacial motion and electrostriction
produce second-order harmonic contributions to the strain,27,30

the irreversible motion of an interface only contributes to
odd-order harmonics. This entails that the band-excitation
harmonic method can be effectively employed to unravel the
respective contributions from these individual mechanisms.18

Experiments were carried out on a 60-nm-thick BiFeO3

film grown on LaAlO3 with a 5 nm LaNiO3 bottom electrode
using band-excitation scanning probe microscopy17 on an
Asylum Research (Cypher) microscope, and first and second
harmonic responses were captured as discussed elsewhere.18

Piezoresponse force microscopy (PFM) was used to investigate
the initial domain structure of the mixed-phase film, and is
shown elsewhere.32 The topography of a 500 nm × 500 nm
area is displayed in Fig. 2(a). The naming convention for the
phases used by Damodaran et al.33 is employed in describing
the phases present, with the system consisting of a matrix of
monoclinic phase MII, and mixed-phase regions consisting
of a tilted MII phase termed MII,tilt, along with a highly
distorted phase MI as marked in Fig. 2(a). As explained in
Ref. 33, the tetragonal-like monoclinic phase is designated
as MII, while the rhombohedral-like monoclinic phase is MI.
Finally, the phase adjacent to the MI phase in the mixed-phase
regions is referred to as MII,tilt. In agreement with prior reports,
the MI and MII,tilt phases form a corrugated network on the
surface, with both phases tilted slightly with respect to the
substrate (001) surface plane, as indicated in the inset in
Fig. 2(a).
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FIG. 1. (Color online) Possible sources of enhancement of
piezoresponse (i.e., strain) in mixed-phase BiFeO3 at subcoercive
fields. The additional contributions to the strain can be categorized
as arising from interfacial effects (reversible and irreversible phase
boundary motion) or noninterfacial effects (polarization rotation, or
electrostriction). Note that the diagram is for illustrative purposes,
and the tip is not to scale.

The first and second harmonic piezoresponses (i.e., strain)
were measured as a function of applied ac fields at each point
in a 50 × 50 pixel grid. These measurements yield a data
set of [A,Q,ωr ,θ ][x,y,Vac], where A is the electromechanical
amplitude, Q is the Q factor of the cantilever, ωr is the
cantilever resonance, θ is the phase of the response, x,y are
the spatial coordinates, and Vac is the probing voltage. The
datasets for the first and second harmonic amplitudes as a
function of spatial position and applied bias are given as video
files.32 Note that the response is measured in the same units,
allowing direct comparison between harmonics. The datasets
were then analyzed using principal component analysis (PCA),
a practical method for visualizing the trends quantitatively in
multidimensional datasets.32,34 The corresponding position-
dependent eigenvalues (loading maps) are shown in Figs. 2(b)–
2(d). The first harmonic piezoresponse amplitude loading
map in Fig. 2(b) appears to closely match the PFM image,
as expected. The second harmonic piezoresponse amplitude
loading map, shown in Fig. 2(c), appears to show a peak
around the edge of the MI phase, but is concentrated on
the MII,tilt side of the phase boundary [see the schematic in
Fig. 2(a)]. The trends in the dissipation are shown in the
loading map in Fig. 2(d), and highlight increased dissipation
near the phase boundaries. Since the spatial maps are sig-
nificantly different, this highlights that there is a statistically
significant variation that is linked to the microstructure of the
film.

To examine whether the enhanced electromechanical re-
sponse is due to bulk intrinsic mechanisms such as electrostric-
tion and polarization rotation, thermodynamic calculations
were performed following formalism developed elsewhere,35

as detailed in the Supplemental Material.32 For bulk

rhombohedral BFO, such calculations resulted in a sponta-
neous polarization of 100 μC/cm2, a d33 of 21 pm/V, and
a dielectric constant of 97, in good agreement with both
density functional theory calculations and recent experimental
measurements32 (see also Refs. 35–46 therein). Because
the aim is to determine the intrinsic factors affecting the
piezoelectric response, we consider each phase distinctly and
neglect the contribution of domain walls in our calculations.
Note that all calculations were carried out for the BFO film
at room temperature, consistent with experimental conditions.
The spontaneous polarization as a function of misfit strain
is evaluated first, as shown in Fig. 3(a), from which the
dielectric constants [Fig. 3(b)] and piezoelectric coefficients
[Fig. 3(c)] are evaluated. Calculations reveal that polarization
components vary continuously across MPB, though the slope
of P1 and P2 is discontinuous at the MPB. As a result, there
is a large peak in the dielectric constants ε31 and ε32 on the
highly distorted MI phase side of the MPB, but no peak on
the tetragonal-like MII side, or in rhombohedral BFO, shown
in Fig. 3(b). Such a large dielectric constant could suggest
bulk intrinsic factors to be crucial in enhancing the strain
response, yet the piezoelectric coefficient at the MPB was
calculated to be only 12 pm/V, much smaller than experimental
observation, despite the fact that the same calculation leads to
ferroelectric and electromechanical properties that are in good
agreement with experiments for a bulk rhombohedral phase.32

Indeed, as a first estimate, the strain calculated in this fashion
can only account for ∼65% of the experimentally observed
strain through PFM.32 Moreover, other experimental evidence
suggests that these bulk intrinsic mechanisms are not the only
factors governing the response of the mixed-phase system,
for several reasons. First, the second harmonic amplitude
peaks near the phase boundary, and not in the MI phase as
would be expected (i.e., spatial mapping reveals confinement
to interfacial regions rather than the whole phase). Second,
the magnitude of the second harmonic signal itself is at least
65% that of the first harmonic at 2.5 V [Figs. 4(b) and 4(d)],
while the total strain calculated from intrinsic mechanisms32

[Fig. 3(d)] is almost linear with applied field, despite the
consideration of nonlinear responses from bulk intrinsic
processes such as electrostriction and polarization rotation.
Furthermore, the amplitude in the piezoelectric response is
in fact highest on the MII,tilt side of the phase boundary,
while the thermodynamically calculated strain is highest on
the rhombohedral side and lowest on the MII side, at odds
with the data. Additionally, electrostriction is a nondissipative
process, which contradicts dissipation data [Fig. 2(d)], which
shows a significant correlation between the emergence of the
second harmonic signal and increased dissipation. Due to these
conflicts, intrinsic processes cannot adequately explain the
data without incorporation of the effects of the domain walls
in the material.

To explore the role of the domain wall in this system, we
present a phenomenological Rayleigh-type model to rational-
ize the effect of the interfacial contribution by the domain
walls. The model of reversible phase boundary motion, termed
“dynamic poling” by Bassiri-Gharb et al.,29,30 is extended in
explaining the harmonic contributions to the strain response.
The applied field by the SPM tip is sinusoidal with amplitude
E0, i.e., Eac = E0 sin(ωt), and the total strain induced by the
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FIG. 2. (Color online) First and second harmonic responses. (a) Topography (right) and schematic (left) of a 500 nm × 500 nm region
of the mixed-phase BiFeO3 film. A line profile is also shown to indicate the angles α,β that the MI and MII,tilt phases make with respect to
the substrate (001) surface plane. The area was split into a 50 × 50 grid and the piezoresponse (first and second harmonic) and dissipation
(1/Q) were captured at each point in the grid. A PCA of the piezoresponse and dissipation datasets was performed, with loading maps shown
for the first eigenvector for (b) first harmonic piezoresponse amplitude, (c) second harmonic piezoresponse amplitude, and (d) first harmonic
dissipation (1/Q). For (b)–(d), the boundaries of the MI phase [as determined from (a)] are overlaid as black outlines.

electric field can be written as S = QP 2
total − QP 2

s , where
Q is the electrostriction coefficient, Ptotal is the sum of the
spontaneous polarization Ps and the polarization which is
induced by the electric field, which can be decomposed into
two components, Pre, which is reversible polarization under
ac electric field, and Pir, which is associated with irreversible
movements of the phase boundary, i.e., Ptotal = Ps + Pre + Pir.
Ps can be calculated by thermodynamic methods. It is further
assumed that the reversible and irreversible polarization terms
can be expressed in terms of standard Rayleigh relationships
for reversible and irreversible contributions (consistent with
the “dynamic poling” model), i.e.,

Pre = ε0χ0 [1 + β sin (ωt)] Eac

= ε0χ0E0 sin (ωt) + ε0χ0E0β sin2(ωt), (1)

Pir = αεE0Eac ± αε

2

(
E2

0 − E2
ac

)

= αεE
2
0 sin (ωt) ± αε

2
E2

0 cos2(ωt), (2)

where ε0 is the dielectric constant of free space, χ0 is the
relative dielectric constant related to the phase structure, β

is a scaling factor for the frequency dependence of the re-
versible polarization Pre, and αε is the irreversible polarization

Rayleigh coefficient. Using these relations, the equation for the
strain S can then be developed by Fourier expansion.32 Since
the nonlinearity observed is in fact small in this system,32 the
expressions for the strain, for the first and second harmonics
S1st and S2nd, become

S1st
∼= 4QPsε0χ0E0 + 3Qβε2

0χ
2
0 E2

0

2
sin (ωt) , (3)

S2nd
∼= −8QPsβε0χ0E0 + 4Q(1 + β2)ε2

0χ
2
0 E2

0

8
cos (2ωt) .

(4)

Equations (3) and (4) indicate the changes in polarization in
the system from purely reversible processes. Equation (4)
consists of the two distinct processes that contribute to
the second harmonic, electrostriction (∼ Qε2

0χ
2
0 ), and the

contribution from reversible phase boundary motion (all terms
involving β).

Notably, in the case where ε0χ0 is large, as is the case for
the mixed-phase bands, the contribution from reversible phase
boundary motion is likely to be significantly larger as well. In
this sense the large response from reversible interfacial motion
stems not only from the labile walls, but from the intrinsically
large dielectric constants on the MI side of the MPB. It is this
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FIG. 3. (Color online) Thermodynamic calculations. (a) Polarization, (b) dielectric constants, and (c) piezoelectric coefficients vs the misfit
strain; (d) the total strain induced by the applied ac bias for different phases.

combination of these two factors that leads to a significant
second harmonic contribution to the strain.

To confirm whether the model of reversible phase boundary
motion accurately explains the experimental observations,
the captured data was reanalyzed through a regional de-
construction to correlate the measured responses with the
observed phases. This capability to identify spatial variability
of measured responses and correlate it with the microstructure
is a unique aspect of SPM. The area was split into the three
distinct phases, as shown in Fig. 4(a). This deconstruction was
achieved by using the surface topography (deflection) image.32

The average piezoresponse amplitude and dissipation (1/Q)
for the first and second harmonics for the three regions as
a function of applied ac bias are plotted in Figs. 4(b)–4(e),
respectively. Note that the error in the data points is extremely
small.32 The first four points in the first harmonic response
and the first 12 points in the second harmonic response are
excluded (marked “weak signal region”) from analysis due to
poor signal in these voltage ranges. The graph in Fig. 4(b)
shows that the mixed-phase regions display a significantly
higher piezoresponse than the surrounding matrix phase. The
piezoresponse amplitude is also found to deviate from linearity
in a transition range 0.85–1.18Vac,32 and is indicated by
the gray shaded region. Additionally, the dependency of the
dissipation on the probing bias, in Fig. 4(c), indicates that
there exists significantly higher dissipation in the mixed-phase
bands. Interestingly, at the same transition voltage range, the
trends for the MII and mixed-phase regions diverge. This

can be rationalized by assuming that the dissipation up to
∼1Vac is very similar for the three phases due to intrinsic
and instrumental losses, but that beyond ∼1Vac, the phase
boundary motion is activated, and begins moving, leading to
greater dissipation and, additionally, larger strain. The fact
that the divergence occurs at the same voltage range at which
a deviation in the first harmonic piezoresponse is observed
is evidence that the same mechanism is responsible for both
observations. More specifically, the divergence from linearity
in the first harmonic and the emergence of the second harmonic
can be rationalized by considering that for low applied fields,
the contribution from domain walls [β in Eqs. (3) and (4)] is
zero, due to pinning. When the field is large enough, the walls
become depinned, leading to nonzero β, resulting in increased
first harmonic response and emergence of a second harmonic
signal, thus explaining the observed data. This contribution
from the interface also results in higher dissipation, which
is again observed in the vicinity of the phase boundaries.
Note that the MII phase has a striped domain structure with
monoclinic walls;47,48 thus second harmonic contributions can
be expected from the motion of such walls also, but these
appear to be weaker, as indicated in Fig. 4(d).

In summary, through SPM band-excitation harmonic ex-
periments, backed by thermodynamic calculations, it is shown
that the origin of large piezoresponse in mixed-phase epitaxial
BiFeO3 films at subcoercive voltage is the activated motion
of the labile phase boundaries. By employing a modified
Rayleigh-type model, it is found that the activated, reversible
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FIG. 4. (Color online) Regional deconstruction, showing differences in average response in the three regions: the matrix MII phase (red), and
the mixed-phase regions consisting of MII,tilt phase (green) and MI phase (blue). (a) Regional deconstruction map. (b) Average first harmonic
piezoresponse and (c) dissipation (1/Q) for the three phases. (d) Average second harmonic piezoresponse and (e) dissipation (1/Q) for all
three phases. The “weak signal region” is shaded in (b)–(e); these data points are dominated by noise and can be neglected. Plots with error
bars are provided elsewhere (Ref. 32).

motion of the phase boundaries result in large second- and
higher-order contributions to the strain, consistent with strain
and dissipation data at low fields. Other possible contributions
to the strain are studied, but are found to be inconsistent with
experimental observations. These results shed light on the
origins of the large electromechanical response in mixed-phase
BiFeO3 films, and highlight the crucial role of phase bound-
ary motion in enhancing and optimizing electromechanical
properties.
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