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By discussing field-induced quantum interference effects due to monopole moments and those due to dipole
moments on equal footing, their similarities and differences are clarified. First, we demonstrate the general

principle for flux quantization. For particles carrying a monopole moment, the interference causes the monopole
current to oscillate periodically, with the flux defined as the inner product of the field and area, whereas for
particles carrying a fixed dipole moment the dipole current oscillates periodically, with the flux vector defined as
the cross product of the field and trajectory. Our analysis unifies the oscillation of monopole or dipole currents
in various devices, such as the superconducting quantum interference device and spin field-effect transistor,
into the same physical picture. Second, we show that interference effects can also happen in open trajectory
devices that transport dipole currents, such as the spin Josephson effect, based on the non-gauge-field nature
of the interference effects of dipole moments. In addition, we propose that the interference effect of electric
dipoles, known as the He-McKellar-Wilkens effect, can be realized by the bilayer exciton condensates observed

in semiconductor heterostructures and bilayer graphene.
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I. INTRODUCTION

Quantum interference effects due to external electric or
magnetic fields have long been of great interest, since they
demonstrate the feasibility of controlling the quantum state of
particles by external fields and preserving quantum coherence.
Such interference effects stem from the coupling of the
monopole or dipole moment of the particles to the vector field
or the electric and magnetic field via Aharonov-Bohm (AB),'
dual Aharonov-Bohm (DAB),?> Aharonov-Casher (AC),? and
He-McKellar-Wilkens (HMW)*> effects. Due to these effects,
the wave function of the particle acquires a Berry phase® after
traveling along a certain trajectory and allows one to utilize
the Berry phase to design various interferometers.

Since the Berry phase is a periodic argument, a natural
consequence of field-induced interference effects is the flux
quantization.”® Application of magnetic flux quantization in
solid-state devices includes superconducting quantum interfer-
ence devices (SQUIDs), in which the Berry phase due to the
AB effect combined with the single valuedness of the wave
function yields a Josephson current oscillating periodically
with magnetic flux, from which the flux quantization is
interpreted. The magnetic flux is defined as the inner product
of the magnetic field and the area enclosed by the trajectory,
and the smallness of the flux quantum / /2e is the reason behind
the high-precision magnetometer made by SQUID.

In this article, we show that flux quantization can also be
introduced in DAB, AC, and HMW effects in the same sense
as flux quantization in a SQUID, i.e., from the oscillation of
monopole or dipole currents with flux in solid-state devices.
We follow the principle that the flux should be defined as the
quantity that controls the interference effect but only depends
on the field and the trajectory, whereas the monopole or dipole
moments of the particles determine the flux quantum. This
principle unambiguously yields a scalar for fluxes associated
with monopole moments but a vector for fluxes associated with
fixed magnetic or electric dipole moments. We show that this
general picture applies to a great number of devices in many
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different fields, including spintronic and excitonic
systems, and provides a unified picture for all known field-
induced interference effects for nonrelativistic particles with
fixed monopole or dipole moments. This unified picture also
motivates us to seek analogs of devices that use the AB effectin
other interference effects. In particular, we show that the long
sought HMW effect can be realized by bilayer exciton conden-
sates proposed'“!? and observed recently in semiconductor
heterostructures?*~?® and bilayer graphene.?®3? A dc SQUID-
like device is suggested to observe the interference of the
exciton condensate. This device brings quantum Hall systems
and graphene into applications in quantum interference and
may in turn be used to determine the experimental value of the
electric dipole moment of bilayer excitons.

In addition, by comparing the interference effects due to
monopole moments and those due to dipole moments, we
recognize the importance of the non-gauge-field nature of the
interference effects involving point dipole moments and hence
the possibility to observe them in open trajectory devices. As an
example, we propose a single trajectory interferometer based
on the spin Josephson effect,*3° which acts as a ¢ junction
where the phase of the Josephson spin current can be arbitrarily
controlled by a gate voltage. This example demonstrates that
interference in open trajectories is a new concept that allows
for design of new interferometers.

The structure of the paper is the following. In Sec. II, we
discuss a generic setup that demonstrates the flux quantization
for all four effects considered. Section III addresses the
observability of quantization of the electric flux vector. An
open trajectory spin interferometer is proposed in Sec. IV, and
a dc SQUID-like device is proposed in Sec. V to observe the
interference of bilayer exciton condensates. Section VII gives
a summary of the results.

II. GENERAL PRINCIPLE OF FLUX QUANTIZATION

We first demonstrate flux quantization that stems from
the oscillation of monopole or dipole currents as a result of
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FIG. 1. (a) Generic setup that manifests oscillation of monopole
or dipole currents due to AB, DAB, AC, and HMW effects, which
consists of ¢ /q,,/p/d in a mesoscopic ring that experiences the field
from uniformly distributed u/d/g/q,, on a line pierced through the
ring, respectively. (b) Schematics of the open trajectory devices in
which AC and HMW effects can take place.

quantum interference. This is best demonstrated within the
framework of persistent current in a mesoscopic ring,***! in
combination with the generic setup proposed in Ref. 2, where
monopole moments and dipole moments can be discussed
on equal footing, as shown in Fig. 1(a). Quantum particles
carrying electric charge g, magnetic monopole g,,, magnetic
dipole u, and electric dipole d are confined in a one-
dimensional (1D) ring of length L, with an infinitely long
wire carrying uniformly distributed p, d, g, and g, pierced
through the center, which corresponds to the setup for AB,
DAB, AC, and HMW effects, respectively. First we review the
mechanism of persistent charge current due to the AB effect
in this setup, and then we make an analogy to the other three
effects.

In the setup for the AB effect, the momentum p of a particle
with electric charge ¢ is replaced by (SI units are adopted
throughout the article, and boldface symbols denote vectors)

AB: mv=p—gA — (pABzc—lygA-dl:er%.
h DY

1)

That is, from the form of momentum, the Berry phase @ap
is already determined. The discrete eigenenergies for the
particles with mass m are

272h?
En = mL?

(n — ®p/0%)". 2

The many particle energy spectrum is periodic in ®p =
§ A -dl= [B-da with periodicity ®} = h/q, and so is the
charge current calculated by I =) (q/hL)f(E,)IE,/dk,
where f(E,) is the Fermi or Bose distribution function
depending on the statistics of the particles.*> We emphasize
that, although the AB effect is due to coupling of g to the
vector field A, the magnetic flux is defined only through the
identity f A - dl = [ B - da.

Now consider the setup for the DAB effect. The electric
field due to d distributed on the wire is written in terms of a
vector field? E = V x Ag, and the momentum of the particle
that carries g, is replaced by

DAB : mv:p+q—r§AE
¢

. ®
ﬂoDAB:—;%ﬁAE-dl:zn—f, 3
c oy
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where &z = —f Ap-dl=— [E-da, and ®% = hc?/q,.
The eigenenergies have the same form as Eq. (2), with
the replacement ®p/®Y — ®5/®%. Following the same
argument as in the AB effect, both the eigenenergies and
monopole current are periodic in ®z with periodicity ®7,
and hence the quantization of ® is interpreted.

It is intriguing to ask if our analysis can be applied to
the recently discovered magnetic monopoles in spin ice*
or quantum spin ice,***® for instance, if piercing an E field
through a ring made of quantum spin ice can generate a
monopole current that oscillates with ® ;. However, it is clear
that in our analysis we assume an ideal monopole whose
presence modifies Maxwell’s equation, and it experiences
a Lorentz force in the presence of an E field. Since the
monopoles in quantum spin ice do not satisfy such criteria,
the DAB effect does not occur in these materials. Therefore
our analysis for such ideal monopoles is rather for the sake
of completing the duality between magnetism and electricity,
whereas its realization depends on the existence of ideal
monopoles.

For AC and HMW effects of charge neutral dipoles,
the Lagrangians are’ Lac =mv?/2+v-(u x E)/c? and
Lyyw = mv?/2+v- (B x d). From p =09L/dv, one de-

duces the relation between velocity and canonical
momentum:
1
AC :mv = ——zuxE, (4a)
c
HMW :mv=p—B x d. (4b)

By comparing with Eq. (1), the Berry phase acquired by the
dipole is

1 el

i@
=t (52)
(DE
1 Id] «
QDHMWZ—/(BXd)'dl:—d' /dle
h h
d-o
=2 ~OB. (5b)
cI>B

Here we confine our discussion to cases in which the dipole
moments do not vary along their trajectory. By factoring the
Berry phase into the part that depends only on the field and
trajectory and the part that depends on the fixed dipole moment,
the flux is unavoidably a vector defined by the cross product
of field and trajectory. Below we call @5 the electric flux
vector and ® 5 the magnetic flux vector. The eigenenergies
follow Eq. (2), with the replacement ®5/®% — fi - &5 /DY
and @/ DY — d - @/ for AC and HMW effects, respec-
tively. Both the eigenenergies and dipole currents are periodic
in ®; and ®p, from which their quantization follows. The
actual quantized values of ® z and ® 3z depend not only on their
flux quanta ®Y. = hc?/|u| and ®Y = h/|d| but also on the
direction of the fixed dipole moments. The proper definition of
fluxes and flux quanta for all the four effects under discussion
is summarized in Table 1.

The oscillation of dipole currents with field has been dis-
cussed by Balatsky and Altshuler, who considered persistent
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TABLE I. Definition of flux and flux quantum in the four field-
induced interference effects under discussion, classified according
to the fixed electric or magnetic monopole or dipole moment of the
particles.

Electric Magnetic
AB DAB
Monopole @y = [da-B, O, =—[da-E,
% =h/q DY = he* /g
HMW AC
Dipole ®; = [dl xB, ®;=—[dI xE,
&% =n/ld| ®Y = he?/|ul

spin currents in a *He ring,* and the electric flux quantum CTD%
has been introduced by Bogachek and Landman.”® While these
considerations refer to flux quantization in closed circuits, our
point is that this oscillation obeys a general principle of flux
quantization in which the proper definition of flux is a vector
for fixed dipole moments. Some devices may have more than
one of the above effects, for instance, the *He ring*’ and a spin
filter and reader proposed recently,’’ in which both AB and
AC effects contribute to interference. Flux quantization can
still be interpreted in these devices as long as one external field
controls only one interference effect, for instance, E controls
@ac linearly, and causes the current to oscillate periodically.
In the following sections, we address how quantization of flux
vectors can be realized in concrete devices.

III. ON THE OBSERVATION OF QUANTIZATION OF
ELECTRIC FLUX VECTOR

For particles that carry electron magnetic moment p g and
experience the AC effect, the quantum for electric flux vector
@ is huge: ®% = hc?/pup = 6.43 x 10° V. This means for a
typical E field in the laboratory that ¢ is only of the order of
millirads.>? In comparison with the smallness of magnetic flux
quantum &Y = 1/2e = 2.07 x 1075 Wb, one may wonder
if such a huge flux quantum and the resulting small phase
shift can be of any use. Below we demonstrate that in devices
that contain Rashba spin-orbit coupling (SOC), which yields a
phase shift also proportional to . x E but with a much larger
prefactor, the flux quantum may be experimentally observable.

A prototype interference device that utilizes Rashba SOC is
the spin field-effect transistor (spin FET).> In an ideal 1D spin
FET with length L along the x direction, the spin degeneracy
(o = %) is lifted in the two-dimensional electron-gas (2DEG)
region where an E field is applied along the § direction,
described by E, = hzkfg /2m* — oak,s, which corresponds
to the Hamiltonian

1 1
Hy = —Ips —op x (g +AE)* — —|n x (g + AE)*.
2m 2m

(6)

The Rashba coupling correspondstoo = i\ x (g + AE)|/m,
where g represents the intrinsic SOC of the 2DEG and A
characterizes the field-induced SOC. It is still debated whether
the field dependence of o comes from the expectation value
of the electric field at the interface,* the asymmetry of the
wave function in the quantum well,>> or other aspects of the
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wave function.’” For either mechanism to be true, our point
is that the Rashba parameter can be empirically written in the
form o =h|pn x (g + AE)|/m, where E is the external field
depending only on the gate voltage and sample thickness. By
preparing the spins in the source and drain in an eigenstate of
oy, the tunneling probability,

Py o 1 4 cos A6, @)

oscillates with

2mnL
80 = [ e~k dl =G~k L= 05 (8)

which can be rewritten as

2 2
AQZ%ﬂ'</ngl>+%ﬂ'(/Exdl>

A

- ®F

— g+ 27 ©)

50

E
Therefore from the periodicity of tunneling probability, or
equivalently the current-voltage characteristics, the quantiza-
tion of ®y is realized, with flux quantum ®Y = h/2x|u|.
Physically, the quantization of ®; shows up because the
spin FET utilizes the Berry phase of spin up and down
(which are fixed magnetic moments) to control the tunneling
probability, so it falls into the category of a field-induced
quantum interference effect. Applying a gate voltage ~1 V
on an inverted Ings3Gag47As-IngsyAlg4gAs heterostructure
of thickness ~100 nm and channel length ~um can obtain
A@ = 27 ,>* which corresponds to a flux quantum 9 ~ 10V.
Thus the flux quantum due to Rashba SOC is generally much
smaller and more accessible compared to that in the AC effect.
One also sees that the flux quantum may be used to determine
the parameter A.

IV. FLUX QUANTIZATION IN OPEN
TRAJECTORY DEVICES

Although we discuss the flux quantization due to monopole
currents and due to dipole currents on equal footing, a
crucial difference between them should be emphasized. The
quantization due to the monopole current originates from the
coupling of the monopole moment and the vector field A
and Ag described in Egs. (1) and (3), which can always be
gauged away unless the particle is moved in a closed trajectory,
such that the gauge invariant fluxes § A -dl = [ B -da and
— ¢ Ag - dl = — [ E - dacanbe measured. On the other hand,
the quantization due to the dipole current stems from the
coupling of the dipole moment and the external field directly,
which cannot be gauged away even if the particle moves in
an open trajectory, as demonstrated in Fig. 1(b). In other
words, AC and HMW effects can cause oscillation of the dipole
current in open trajectory devices.

An example of such open trajectory devices is the Josephson
junction. This motivates us to study the spin Josephson effect
in the presence of an electric field. In particular, we revisit
the spin Josephson effect due to coherent tunneling of spinful

particle-hole pairs (cﬁc 1) in a ferromagnetic metal to insulator

to ferromagnetic metal (FMM-I-FMM) junction.** Compared
to other types of Josephson junctions that manifest tunneling
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(b)

FIG. 2. (Color online) (a) Proposed 2DFMM-2DEG-2DFMM
junction as a realization of the open trajectory device sketched
in Fig. 1(b). Magnetization (Sg) and (S;) (blue arrows) yield the
Josephson spin current J; (polarization p || (Sg x S.)) described by
Eq. (15). The magnetization profile induced at the 2DEG interface
(green arrows) gradually rotates from (Sg) to (S.). (b) Applying
a gate voltage yields a phase shift in the Josephson spin current.
The induced magnetization profile (red arrows) changes accordingly,
which should be visible as a certain fringe pattern by polarization-
sensitive probes.

of Cooper pairs,® the charge neutral (cﬁc 1) couples to the
external electric field via SOC or the AC effect, and there is
no Josephson charge current in this problem. We follow the
analysis in Ref. 34 for the FMM-I-FMM junction but with a
different mean-field treatment of the Hubbard interaction in
the bulk FMM:

Uny(mny(r) - —cl@e, AT — e mam’,  (10)

where AT = U(ST) = U(S* +iS) = U(c}ci). In this treat-
ment, the magnetization lies in the S*—S” plane with an
angle @ that also determines the phase of A = |Ale’, and
hence the dynamics of magnetization is directly related to the
commutation relation [0, S5%] = i.

We can directly utilize the formalism in Ref. 34 to
calculate the spin current by setting m = QU /3)(S%) =0
therein. Consider that the magnetizations on the two sides have
the same magnitude |Ap| = |Ag| = |A| but a difference in
direction 6 = 6; — 6. The spin supercurrent due to coherent

tunneling of (c;c 1) s

[ - IT? .
Js = 5Ny = Npy) = —=8(0,|ADsin o
= J0sinf = N(S7) = —N(S%), (11)

where |T|? represents the tunneling amplitude and N is the
total number of sites on either side of the junction. The function
S(a,b) satisfies S(a,0) = 0 and S(0,b) # 0.

Applying a gate voltage on the thin insulating interface
has two effects. First, it changes the potential barrier at
the interface, thus changing the tunneling amplitude |T'|>.
Therefore one should replace J° — JO(E). Second, the

propagation of spinful (cﬁc 1) picks up a phase that depends
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linearly on the electric field due to the AC effect or Rashba
SOC. From previous calculation for spin FET, we anticipate
that strong Rashba SOC is also necessary to experimentally
observe the flux quantum in the spin Josephson effect. This
leads us to consider a 2D version of the FMM-I-FMM
junction, with the insulating interface replaced by 2DEG (the
2DFMM-2DEG-2DFMM junction), as shown in Fig. 2(a). The
Ginzburg-Landau (GL) free energy of the junction contains an
AC phase:

hZ
f=ﬁm+mwﬂ+§wﬁ—54@f4m»wi (12)
m

where « and B are GL parameters, m represents the effective
mass, kg = p x (g + AE)/h, and ko, is its component along
the junction. Equation (12) is consistent with the Hamiltonian
of a spin current in an electric field,® with a fixed dipole
moment p || (Sg x S.). g and A again represent the intrinsic
and field dependence of Rashba SOC at the interface. The
dimensionless quantity g(x) = ¥ (x)/Ve = ¥/(—a/B) in
the interface 0 < x < L, where the E field is applied, satisfies

the Laplace equation:>’

(0x — ikox)* g = 0. (13)
The solution is
o(x) = (1 _ %) eikoex 4 %e—ikgx(L—xH-iG’ (14)

such that it satisfies the boundary condition g(0) =1 and
g(L) = ¢’ The GL free energy integrated over the interface
is AF =1.h*y2,/Lm[1 — cos(8 — ko, L)], where I. is the
cross-section length. The current from Eq. (12) yields

Jy = JUE)sin (0 — ¢o — ¢ac) . (15)

where go=p - [ g x dl/h, and pac = (AMp|/M)f - [E x dl =
27 fu - ®5/PY.. The periodicity of Eq. (15) again implies that
®; is quantized by &) = h/A|p|. Moreover, the current-phase
relation of the Josephson spin current in this junction can be
arbitrarily adjusted by the gate voltage, i.e., a ¢ junction that
shows high controllability by a gate voltage, which can have
wide applications in, for instance, computation or data storage.

In the absence of Rashba SOC, ky, = 0, Eq. (14) implies
that the magnetization profile in the 2DEG interface [the green
arrows in Fig. 2(c)] gradually rotates from (Sp) to (Sg),
due to its proximity to the two FMMs. The gradient of this
coplanar magnetization is the origin of the Josephson spin
current that has a fixed polarization g || (Sg x S.). At a large
enough E field, the Rashba SOC gives additional rotation
to the magnetization profile [the red arrows in Fig. 2(d)].
Hence the gate voltage changes the magnetization profile in
the interface, which should be visible as a fringe pattern by
polarization-sensitive probes such as the optical Kerr effect,%
Lorentz transmission electron microscopy,’’ or magnetic
transmission soft-x-ray microscopy.®>

V. REALIZATION OF HE-MCKELLAR-WILKENS EFFECT
BY BILAYER EXCITON CONDENSATE

An intense investigation has been dedicated to the re-
alization of the HMW effect. Since there is no sizable d
for known point particles, existing proposals mainly focus
on field-induced electric dipole moments.®%* Recently, the
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interference effect due to electrically polarized ’Li ions has
been observed in an atom interferometer,® with an interferom-
eter signal 1 = Ig[1 + V cos(¢, + ¢q)] that depends on fringe
visibility V, perturbation phase ¢,, and diffraction phase ¢,.
Following previous arguments from Secs. II-1V, it is tempting
to directly associate the periodicity of / to the quantization of
® ;. However, the complication of such electrically polarized
atoms is that, by traveling through a region with both E and
B fields, the atom picks up a phase not only due to the HMW
effect but also due to AC, Zeeman, and Stark effects. Further
treatment is necessary to extract the HMW phase. Therefore
it is ambiguous to directly attribute the periodicity to flux
quantization.

Here we propose that the bilayer exciton condensates
observed in semiconductor heterostructures>*-?® and in bilayer
graphene”? can also realize the HMW effect. In the
interferometer proposed below, no other effects contribute to
interference, so that the interpretation of flux quantization due
to the HMW effect is straightforward. The generic system
of this kind is a bilayer where electrons in one layer are
strongly bound to holes on the other. At sufficiently low
temperature, the bilayer excitons condense and their collective
behavior can be described by a single superfluidlike wave
function.®® Although the response of this bilayer condensate
to the external electromagnetic field has been discussed, -8
below we emphasize that, in systems in which the bilayer
condensate travels in a closed trajectory, the interference due
to the combined AB effect of the electron and hole that make
up the exciton can be regarded as the HMW effect of the
exciton.®

We first discuss the 2DEG-2D hole gas bilayer, where the
condensate obviously has the electric dipole moment, and
address the 2DEG-2DEG bilayer later. Our starting point is a
superfluid wave function that describes the exciton condensate
composed of electrons and holes residing on different layers
that are a distance § apart:®

o(r) = ") = (c!(r — §/2)c(r +8/2)).  (16)
where c(r) is the electron annihilation operator, r is the center-
of-mass coordinate of the excitons, and the electrons and holes
are assumed to have the same effective mass. If the magnitude
of the condensate remains rigid, the energy of the system is®

a7

2

E= /d2r [M (V9)* — E, cos 9} :
2m*

where m* is the effective mass, p; is the density of the

condensate, and E; cos6 represents the Josephson energy

for interlayer tunneling. In the presence of a magnetic field,

Eq. (17) is modified by%7-%

2
E= /dzr{h Ps [V@ — 2A(r+6/2)

2m*

2
+§A(r_5/2)} —E,cose}, (18)

where e = |e| is the charge of the hole. After traveling around
aclosed loop, the AB effect of the electron alongr, =r — §/2
plus that of the hole along r, = r + §/2 gives an extra phase
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to the condensate:

e e
gofiB + @i = —yg A(ry) -dr, — —?g A(r,) - dr,
h Ch h C,
PN C.
= (@5 — oY), (19)

where C, and Cj, represent the trajectory that the electron and
hole travel. For small |§|, expanding Eq. (19) yields

e
Oap + Php = ﬁ?g (8- V)A(r) - dr, (20)

where Ce is the trajectory of the center of mass of the exciton.
The following vector identity holds:
V- -A)=§x(VXA+( -V)A, 2n

since A X (V x8§)=0 and (A-V)§ =0 for a constant §.
Integrating the left-hand side of Eq. (21) over the closed loop
Cex yields zero, so

e
90&13‘*“/’213:—5%% [6 x (V x A)]-dr

1
= —= (d x B) - dr = gumw.
h Je,

(22)

Therefore we prove that the sum of AB effects of the hole and
the electron is equivalent to the HMW effect of the exciton
with a fixed dipole moment. It should be noticed, though,
that because the phase shift comes from the sum of two AB
effects a closed trajectory is necessary to observe it owing to
its gauge-field nature. This gauge versus nongauge feature is
an important difference between interference of a true point
dipole and that of a physical dipole that consists of two charges.

Recently, Rademaker et al.*” suggested to use a bilayer
exciton condensate in concentric rings (or concentric cylin-
ders) to do quantum interference. In fact, this concentric ring
geometry was proposed some time ago by Wei et al.% as a
realization of the HMW effect. This geometry does not belong
to our analysis because d changes direction along the ring, so
it is not fixed. Nevertheless, the phase gained by the dipole in
the concentric rings is similar to that described by Eq. (22).
We emphasize that because we consider fixed d in this work
the magnetic flux is the vector defined in Eq. (5b).

From Eq. (19), it is clear that to observe interference of this
condensate the flux that passes the electron trajectory CD% and

the flux that passes the hole trajectory Cl>g” must be different.
A concrete design is achieved by fabricating the Josephson
junction of two sets of bilayers’®’! into a dc SQUID-like
geometry, as shown in Fig. 3(a). There are many ways to create
a difference in GD% and d>g” , such as placing the SQUID-like
device in two oppositely placed magnets, shown in Fig. 3(a).
As in a dc SQUID, the sum of the Josephson dipole current on
the two paths, labeled 1 and 2, is

JO

Ja = [ sin (#0 = giw) + sin (90 = giw) ]

(23)
where @lyw — Yivw = $B x d) - dr/h. g is the intrinsic
phase shift that can be tuned by an interlayer current.”’ The
Josephson dipole current should be measurable in the coun-
terflow experiment’’ as shown by the £/, in Fig. 3(a). The
typical interlayer distance is |§| ~ 10 nm, so |[d| ~ 1072’ Cm
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FIG. 3. (Color online) (a) Proposed dc SQUID-like device that
uses the HMW effect to create interference of bilayer exciton
condensates. The green and blue sheets indicate the bilayer. The
two oppositely placed magnets create a magnetic field that passes the
space between the two layers and cause a flux difference in the blue
and green trajectories. =1/, indicates the counterflow experiment to
measure the current. (b) Schematics of the two equivalent descriptions
of the exciton condensate, one carrying +d and the other —d, in a
quantum Hall bilayer at vy = 1. The HMW effect causes the two
condensates to have opposite Josephson currents, but the net dipole
current is the same.

and ®% ~ 1077 mK g/C s. Assuming the device in Fig. 3
of millimeter size can be managed to remain in quantum
coherence, the magnetic field needed to observe one dD%
is AB ~ 107*T. AB is adjustable by tuning the interlayer
distance, although one cannot achieve a precision higher than
SQUIDs since the lattice constant sets up the limit for d.

The exciton condensate has also been observed in 2DEG-
2DEG quantum Hall bilayers with filling factor v = 1/2 in
each layer (total filling vy = 1). The physical picture for
this case is that holes on layer 1 are bound to electrons on
layer 2 and vice versa, when the interlayer distance § is
small compared to magnetic length /5 and the temperature
is sufficiently low. The dipole moment of the whole system
is zero, but as far as the dipole moment of the condensate is
concerned, it can be considered as either a condensate that
carries +d or a condensate that carries —d but lives on a
different vacuum, as sketched in Fig. 3(b). To understand this,
consider the bilayer state described by'®

1 .i. . !
) = | | —=(cpr + €% )0). (24)
l:[ﬁ Kkt Kl

Here 1 and | are layer indices (true spins are quenched by the
Zeeman effect) and k is the in-plane momentum. This state
can be rearranged into a BCS-like form, in two different ways,

) = H(l + e’“’°ck¢cm>1"[

— H(e l(pockTCki + 1)1_[

ck,TIO

ck, ,10), (25)
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that is, either a condensate e'#° (cicT) that has +d and lives
in the vacuum defined by [ CLHO )/~/2 or e“"/’o(cT c,) that

has —d but lives in the vacuum ]_[k, el c 410) /f In fact,
the linear combination of them is also p0s51ble The two
condensates have opposite initial phases +¢g, and the HMW
effect causes the two condensates to pick up opposite phases
+umw, so their Josephson currents, described by Eq. (23), are
in opposite directions. However, because they carry opposite
dipole moments, the system has the same Josephson dipole
current in either description. Therefore, despite the fact that
the whole system carries no dipole moment, because the
condensate does carry a dipole moment one can also use
the vy = 1 2DEG-2DEG bilayer to build the dc SQUID-like
device in Fig. 3(a). We remark that the magnetic field applied
perpendicular to the plane to cause the Hall effect does not
contribute to gymw because it is parallel to d.

The device in Fig. 3(a) can in turn be used to determine the
experimental value of electric dipole moment d.p. Evidently,
the theoretical value of electric dipole moment dg,, can be
calculated from the interlayer distance. We expect that dex,
can be very different from dy,,. First, the difference can come
from the wave function of particles trapped inside the potential
well of 2DEG, which affects the mean distance between +¢
and —¢g, which compose the dipole. Second, from Sec. III
we know that because of confinement to lower dimensions
Rashba SOC dramatically enhances the relativistic coupling
between magnetic dipoles and the electric field, which makes
quantization of ® 5 experimentally accessible. We anticipate
that the same phenomenon can happen for bilayer excitons;
namely, the confinement of the dipole in two dimensions
may enhance its relativistic coupling to the magnetic field.
This means one may need to replace B x d — A;B x d in
Eq. (4b) with A; > 0, which would reduce the flux quantum
Cb% and the field scale AB so that the oscillation of the
dipole current can be seen. This anticipation, however, requires
either experimental verification or further calculation, which
is beyond the scope of this article. Nevertheless, we emphasize
that if dexp and dye, significantly differ it may imply certain
new physics for the internal structure or relativistic effect of
the electric dipole.

VI. CONCLUSIONS

In summary, by comparing field-induced quantum interfer-
ence effects of monopole and dipole moments, respectively,
we clarify the principles that are universal to all interference
effects and those that are unique to the interference of magnetic
and electric dipole moments. Central is the general principle
for flux quantization. By factoring the Berry phase into the part
that depends only on the field and trajectory and the part that
depends on the monopole or dipole moment, the flux is a scalar
for particles carrying a monopole moment but a vector for
particles carrying a fixed dipole moment. This principle unifies
all field-induced quantum interference devices that transport
fixed monopole or dipole moments, including already known
examples such as SQUID, spin FET, and persistent charge or
spin current in a mesoscopic ring.

On the other hand, based on the non-gauge-field character
of the coupling between dipole moments and the external field,
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we demonstrate a unique feature of the interference effects of
dipole moments: they can also take place in open trajectory
devices, such as the spin Josephson effect. In particular we
show that, because of the reduced flux quantum in systems
with Rashba SOC, quantization of the electric flux vector may
become accessible to experiment. In addition, realization of
the long sought HMW effect of electric dipole moments by
a bilayer exciton condensate is proposed, where quantization
of the magnetic flux vector should be easily observable. The
device we propose may in turn be used to quantify the size of
an electric dipole or its relativistic coupling to the magnetic
field in the experimental condition. Finally, our calculation

PHYSICAL REVIEW B 87, 214502 (2013)

also indicates that AC and HMW effects, which were thought
to cause only a small phase shift in atom interferometry, in
fact also manifest themselves in a great number of solid-state
devices in which the dipole currents are controlled by external
fields.

ACKNOWLEDGMENTS

We thank M. Sigrist, P. M. R. Brydon, O. P. Sushkov,
H. Nakamura, W. Metzner, T. Kopp, and F. S. Nogueira for
stimulating discussions.

Y. Aharonov and D. Bohm, Phys. Rev. 115, 485 (1959).

2]. P. Dowling, C. P. Williams, and J. D. Franson, Phys. Rev. Lett.
83, 2486 (1999).

Y. Aharonov and A. Casher, Phys. Rev. Lett. 53, 319 (1984).

4X.-G. He and B. H. J. McKellar, Phys. Rev. A 47, 3424 (1993).

SM. Wilkens, Phys. Rev. Lett. 72, 5 (1994).

®M. V. Berry, Proc. R. Soc. London A 392, 45 (1984).

"B. S. Deaver and W. M. Fairbank, Phys. Rev. Lett. 7, 43 (1961).

8R. Doll and M. Nibauer, Phys. Rev. Lett. 7, 51 (1961).

°S. A. Wolf, D. D. Awschalom, R. A. Buhrman, J. M. Daughton,
S. von Molnar, M. L. Roukes, A. Y. Chtchelkanova, and D. M.
Treger, Science 294, 1488 (2001).

10T, Zuti¢, J. Fabian, and S. Das Sarma, Rev. Mod. Phys. 76, 323
(2004).

117, Fabian, A. Matos-Abiague, C. Ertler, P. Stano, and I. Zuti¢, Acta
Phys. Slov. 57, 565 (2007).

2E. I. Rashba and M. D. Sturge, Excitons (North-Holland,
Amsterdam, 1982).

3G. D. Scholes and G. Rumbles, Nat. Mater. 5, 683 (2006).

“Yu. E. Lozovik and V. 1. Yudson, JETP Lett. 22, 274 (1975); Solid
State Commun. 19, 391 (1976).

15Y. Kuramoto and C. Horie, Solid State Commun. 25, 713 (1978).

16H. A. Fertig, Phys. Rev. B 40, 1087 (1989).

17C.-H. Zhang and Y. N. Joglekar, Phys. Rev. B 77, 233405 (2008).

8H. Min, R. Bistritzer, J.-J. Su, and A. H. MacDonald, Phys. Rev. B
78, 121401(R) (2008).

19M. Y. Kharitonov and K. B. Efetov, Semicond. Sci. Technol. 25,
034004 (2010).

201, B. Spielman, J. P. Eisenstein, L. N. Pfeiffer, and K. W. West,
Phys. Rev. Lett. 84, 5808 (2000); 87, 036803 (2001).

2IM. Kellogg, J. P. Eisenstein, L. N. Pfeiffer, and K. W. West, Phys.
Rev. Lett. 93, 036801 (2004).

22E, Tutuc, M. Shayegan, and D. A. Huse, Phys. Rev. Lett. 93, 036802
(2004).

23]. P. Eisenstein and A. H. MacDonald, Nature (London) 432, 691
(2004).
241, Tiemann, J. G. S. Lok, W. Dietsche, K. von Klitzing, K. Muraki,
D. Schuh, and W. Wegscheider, Phys. Rev. B 77, 033306 (2008).
25X. Huang, W. Dietsche, M. Hauser, and K. von Klitzing, Phys. Rev.
Lett. 109, 156802 (2012).

267. Sivan, P. M. Solomon, and H. Shtrikman, Phys. Rev. Lett. 68,
1196 (1992).

?7J. A. Seamons, D. R. Tibbetts, J. L. Reno, and M. P. Lilly, Appl.
Phys. Lett. 90, 052103 (2007).

K. Das Gupta, M. Thangaraj, A. F. Croxall, H. E. Beere, C. A.
Nicoll, D. A. Ritchie, and M. Pepper, Physica E 40, 1693
(2008).

8. Kim, 1. Jo, J. Nah, Z. Yao, S. K. Banerjee, and E. Tutuc, Phys.
Rev. B 83, 161401(R) (2011).

308, Kim and E. Tutuc, Solid State Commun. 15, 1283 (2012).

3IR. V. Gorbachev, A. K. Geim, M. L. Katsnelson, K. S. Novoselov,
T. Tudorovskiy, I. V. Grigorieva, A. H. MacDonald, S. V. Morozov,
K. Watanabe, T. Taniguchi, and L. A. Ponomarenko, Nature Phys.
8, 896 (2012).

320. L. Berman, R. Ya. Kezerashvili, and G. V. Kolmakov, Phys. Lett.
A 376, 3664 (2012).

3Y.-L. Lee and Y.-W. Lee, Phys. Rev. B 68, 184413 (2003).

3F. S. Nogueira and K.-H. Bennemann, Europhys. Lett. 67, 620
(2004).

33Y. Asano, Phys. Rev. B 74, 220501(R) (2006).

363, Linder, M. S. Grgnsleth, and A. Sudbg, Phys. Rev. B 75, 024508
(2007).

3P, M. R. Brydon, Phys. Rev. B 80, 224520 (2009).

BD. Chassé and A.-M. S. Tremblay, Phys. Rev. B 81, 115102
(2010).

3 A. Moor, A. F. Volkov, and K. B. Efetov, Phys. Rev. B 85, 014523
(2012).

“0N. Byers and C. N. Yang, Phys. Rev. Lett. 7, 46 (1961).

4IM. Biittiker, Y. Imry, and R. Landauer, Phys. Lett. 96, 365 (1983).

“H.-F. Cheung, Y. Gefen, E. K. Riedel, and W.-H. Shih, Phys. Rev.
B 37, 6050 (1988).

43C. Castelnovo, R. Moessner, and S. L. Sondhi, Nature (London)
451, 42 (2008).

4“D. J. P. Morris et al., Science 326, 411 (2009).

458. Bramwell et al., Nature (London) 461, 956 (2009).

401 A. Ryzhkin, JETP 101, 481 (2005).

4M. Hermele, M. P. A. Fisher, and L. Balents, Phys. Rev. B 69,
064404 (2004).

8L, Savary and L. Balents, Phys. Rev. Lett. 108, 037202 (2012).

YAV Balatsky and B. L. Altshuler, Phys. Rev. Lett. 70, 1678 (1993).

SOE. N. Bogachek and U. Landman, Phys. Rev. B 50, 2678 (1994).

SIA. Aharony, Y. Tokura, G. Z. Cohen, O. Entin-Wohlman, and
S. Katsumoto, Phys. Rev. B 84, 035323 (2011).

2A. Cimmino, G. I. Opat, A. G. Klein, H. Kaiser, S. A. Werner,
M. Arif, and R. Clothier, Phys. Rev. Lett. 63, 380 (1989).

338, Datta and B. Das, Appl. Phys. Lett. 56, 665 (1990).

3], Nitta, T. Akazaki, H. Takayanagi, and T. Enoki, Phys. Rev. Lett.
78, 1335 (1997).

214502-7


http://dx.doi.org/10.1103/PhysRev.115.485
http://dx.doi.org/10.1103/PhysRevLett.83.2486
http://dx.doi.org/10.1103/PhysRevLett.83.2486
http://dx.doi.org/10.1103/PhysRevLett.53.319
http://dx.doi.org/10.1103/PhysRevA.47.3424
http://dx.doi.org/10.1103/PhysRevLett.72.5
http://dx.doi.org/10.1098/rspa.1984.0023
http://dx.doi.org/10.1103/PhysRevLett.7.43
http://dx.doi.org/10.1103/PhysRevLett.7.51
http://dx.doi.org/10.1126/science.1065389
http://dx.doi.org/10.1103/RevModPhys.76.323
http://dx.doi.org/10.1103/RevModPhys.76.323
http://dx.doi.org/10.1038/nmat1710
http://dx.doi.org/10.1016/0038-1098(76)91360-0
http://dx.doi.org/10.1016/0038-1098(76)91360-0
http://dx.doi.org/10.1016/0038-1098(78)90796-2
http://dx.doi.org/10.1103/PhysRevB.40.1087
http://dx.doi.org/10.1103/PhysRevB.77.233405
http://dx.doi.org/10.1103/PhysRevB.78.121401
http://dx.doi.org/10.1103/PhysRevB.78.121401
http://dx.doi.org/10.1088/0268-1242/25/3/034004
http://dx.doi.org/10.1088/0268-1242/25/3/034004
http://dx.doi.org/10.1103/PhysRevLett.84.5808
http://dx.doi.org/10.1103/PhysRevLett.87.036803
http://dx.doi.org/10.1103/PhysRevLett.93.036801
http://dx.doi.org/10.1103/PhysRevLett.93.036801
http://dx.doi.org/10.1103/PhysRevLett.93.036802
http://dx.doi.org/10.1103/PhysRevLett.93.036802
http://dx.doi.org/10.1038/nature03081
http://dx.doi.org/10.1038/nature03081
http://dx.doi.org/10.1103/PhysRevB.77.033306
http://dx.doi.org/10.1103/PhysRevLett.109.156802
http://dx.doi.org/10.1103/PhysRevLett.109.156802
http://dx.doi.org/10.1103/PhysRevLett.68.1196
http://dx.doi.org/10.1103/PhysRevLett.68.1196
http://dx.doi.org/10.1063/1.2437664
http://dx.doi.org/10.1063/1.2437664
http://dx.doi.org/10.1016/j.physe.2007.10.111
http://dx.doi.org/10.1016/j.physe.2007.10.111
http://dx.doi.org/10.1103/PhysRevB.83.161401
http://dx.doi.org/10.1103/PhysRevB.83.161401
http://dx.doi.org/10.1016/j.ssc.2012.04.032
http://dx.doi.org/10.1038/nphys2441
http://dx.doi.org/10.1038/nphys2441
http://dx.doi.org/10.1016/j.physleta.2012.10.040
http://dx.doi.org/10.1016/j.physleta.2012.10.040
http://dx.doi.org/10.1103/PhysRevB.68.184413
http://dx.doi.org/10.1209/epl/i2003-10305-x
http://dx.doi.org/10.1209/epl/i2003-10305-x
http://dx.doi.org/10.1103/PhysRevB.74.220501
http://dx.doi.org/10.1103/PhysRevB.75.024508
http://dx.doi.org/10.1103/PhysRevB.75.024508
http://dx.doi.org/10.1103/PhysRevB.80.224520
http://dx.doi.org/10.1103/PhysRevB.81.115102
http://dx.doi.org/10.1103/PhysRevB.81.115102
http://dx.doi.org/10.1103/PhysRevB.85.014523
http://dx.doi.org/10.1103/PhysRevB.85.014523
http://dx.doi.org/10.1103/PhysRevLett.7.46
http://dx.doi.org/10.1016/0375-9601(83)90011-7
http://dx.doi.org/10.1103/PhysRevB.37.6050
http://dx.doi.org/10.1103/PhysRevB.37.6050
http://dx.doi.org/10.1038/nature06433
http://dx.doi.org/10.1038/nature06433
http://dx.doi.org/10.1126/science.1178868
http://dx.doi.org/10.1038/nature08500
http://dx.doi.org/10.1134/1.2103216
http://dx.doi.org/10.1103/PhysRevB.69.064404
http://dx.doi.org/10.1103/PhysRevB.69.064404
http://dx.doi.org/10.1103/PhysRevLett.108.037202
http://dx.doi.org/10.1103/PhysRevLett.70.1678
http://dx.doi.org/10.1103/PhysRevB.50.2678
http://dx.doi.org/10.1103/PhysRevB.84.035323
http://dx.doi.org/10.1103/PhysRevLett.63.380
http://dx.doi.org/10.1063/1.102730
http://dx.doi.org/10.1103/PhysRevLett.78.1335
http://dx.doi.org/10.1103/PhysRevLett.78.1335

WEI CHEN, PETER HORSCH, AND DIRK MANSKE

3G. Engels, J. Lange, Th. Schépers, and H. Liith, Phys. Rev. B 55,
R1958 (1997).

S6W. Zawadzki and P. Pfeffer, Semicond. Sci. Technol. 19, R1 (2004).

3'D. Grundler, Phys. Rev. Lett. 84, 6074 (2000).

3F. Meier and D. Loss, Phys. Rev. Lett. 90, 167204 (2003).

¥M. Tinkham, Introduction to Superconductivity (McGraw-Hill,
New York, 1996), p. 199.

%M. J. Pechan, C. Yu, R. L. Compton, J. P. Park, and P. A. Crowell,
J. Appl. Phys. 97, 103903 (2005).

8'M. De Graef and Y. Zhu, Magnetic Microscopy and its Applications
to Magnetic Materials (Academic, New York, 2000), Chap. 2.

2P, Fischer, AAPPS Bulletin 18, 12 (2008).

93H. Wei, R. Han, and X. Wei, Phys. Rev. Lett. 75, 2071 (1995).

PHYSICAL REVIEW B 87, 214502 (2013)

4Y. Sato and R. Packard, J. Phys. Conf. Ser. 150, 032093 (2009).

65S. Lepoutre, A. Gauguet, G. Trénec, M. Biichner, and J. Vigué,
Phys. Rev. Lett. 109, 120404 (2012).

7 .-J. Su and A. H. MacDonald, Nat. Phys. 4, 799 (2008).

67K. Moon, H. Mori, K. Yang, S. M. Girvin, A. H. MacDonald,
L. Zheng, D. Yoshioka, and S. C. Zhang, Phys. Rev. B 51, 5138
(1995).

%8A. V. Balatsky, Y. N. Joglekar, and P. B. Littlewood, Phys. Rev.
Lett. 93, 266801 (2004).

%L. Rademaker, J. Zaanen, and H. Hilgenkamp, Phys. Rev. B 83,
012504 (2011).

70K. Park and S. Das Sarma, Phys. Rev. B 74, 035338 (2006).

7'X. G. Wen and A. Zee, Europhys. Lett. 35, 227 (1996).

214502-8


http://dx.doi.org/10.1103/PhysRevB.55.R1958
http://dx.doi.org/10.1103/PhysRevB.55.R1958
http://dx.doi.org/10.1088/0268-1242/19/1/R01
http://dx.doi.org/10.1103/PhysRevLett.84.6074
http://dx.doi.org/10.1103/PhysRevLett.90.167204
http://dx.doi.org/10.1063/1.1857412
http://dx.doi.org/10.1103/PhysRevLett.75.2071
http://dx.doi.org/10.1088/1742-6596/150/3/032093
http://dx.doi.org/10.1103/PhysRevLett.109.120404
http://dx.doi.org/10.1038/nphys1055
http://dx.doi.org/10.1103/PhysRevB.51.5138
http://dx.doi.org/10.1103/PhysRevB.51.5138
http://dx.doi.org/10.1103/PhysRevLett.93.266801
http://dx.doi.org/10.1103/PhysRevLett.93.266801
http://dx.doi.org/10.1103/PhysRevB.83.012504
http://dx.doi.org/10.1103/PhysRevB.83.012504
http://dx.doi.org/10.1103/PhysRevB.74.035338
http://dx.doi.org/10.1209/epl/i1996-00559-8



