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Dynamical response and instability in ceria under lattice expansion
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We present results of density functional theory calculations on the phonon dispersion and elastic constants of
bulk ceria (CeO2) as a function of positive and negative isotropic strain, which could be induced thermally or by
cationic doping. We find that, as the lattice is expanded, there is a significant softening of the B1u mode at the X

point. This mode consists of motions of oxygens in the [001] direction. At a strain of 1.6%, corresponding to a
temperature of 1600 K, the B1u and Eu modes at the X point cross, with an associated high, narrow peak in the
phonon density of states appearing. We infer that this crossing indicates a coupling of the modes, leading to a
transition to a superionic phase, where conductivity occurs in the [001] direction, mediated by anion interstitial
site occupation. As the lattice is expanded further, the B1u mode continues to soften, becoming imaginary at a
strain of 3.4%, corresponding to a temperature of 2500 K. Following the imaginary mode would result in a cubic
to tetragonal phase transition, similar to those known to occur with reducing temperature in zirconia (ZrO2) and
hafnia (HfO2). Our calculated elastic constants, however, indicate that the structure remains mechanically stable,
even at this level of expansion. As confirmed by our semiclassical free energy calculations, the cubic phase of
ceria remains the most stable, while the imaginary mode indicates a change to a thermally disordered cubic
phase, with the majority of disorder occurring on the anion sublattice. Our results explain the high temperature
ionic conductivity in ceria and other fluorite-structured materials in terms of the intrinsic lattice dynamics, and
give insight to the stability and anionic disorder at elevated temperatures.
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I. INTRODUCTION

Cerium dioxide (CeO2, or ceria) is an insulating rare
earth metal oxide with a wide band gap and high thermal
stability. It is used for a wide range of applications including
glass polishing,1–3 ceramics,4,5 nanomedicine,6,7 solid state
electrochemistry,8–10 and as a high-κ dielectric replacement
for SiO2 in metal-oxide-semiconductor field effect transistors
(MOSFETs).11–15 It is also of technological interest to the field
of catalysis, where it can be used as a catalyst itself16–18 or as
a support material.19–21 The basis of this application is the
low energy of formation of oxygen vacancies, which allows
the material to absorb oxygen under oxidizing conditions and
release oxygen under reducing conditions.

Ceria stabilizes in the cubic fluorite phase (space group
Fm3̄m) at ambient conditions and remains stable in this
phase over a remarkably wide range of temperature,22,23

doping concentration,8,24,25 and level of nonstoichiometry.22,23

Coupled with this large stability range is a high ionic
conductivity, related to the low energy of formation of oxygen
vacancies.8,26,27 How the material remains stable at high
temperatures, however, with a large degree of disorder in the
anion sublattice, is not well understood.

The observed high ionic conductivity opens the possibility
of using ceria as a solid electrolyte in solid oxide fuel
cells (SOFCs)8–10 operating in the medium temperature range
(600–900 K), where problems associated with start-up times
and sealing are reduced.28 In this temperature range, ionic
conduction is mediated by the presence of oxygen vacancies,
which form both under the reducing conditions present in
the cell and due to the presence of impurities. In order to
avoid short circuiting the fuel cell, an ideal electrolyte will

have high ionic and negligibly low electronic conductivity. In
ceria, however, the formation of small polarons associated with
oxygen vacancy formation (i.e., the reduction of CeIV to CeIII

to maintain charge neutrality) leads to electronic conduction in
the material.26,29–31 The presence of the effectively larger CeIII

cation also introduces a strain, which leads to an expansion of
the lattice in a process known as “chemical expansion.”8,24,32–36

This strain can produce macroscopic effects such as cracks
which severely restrict the operational capability of the fuel
cell. To minimize these undesirable effects in SOFC applica-
tions, doping with trivalent impurities such as Gd37 and Sm38

has been proposed; these dopants are charge compensated by
the formation of oxygen vacancies, without the associated
reduction of CeIV, and, as their ionic radii are close to that of
the host CeIV cation, their presence leads to a reduced chemical
expansion. Increasing the doping concentration increases the
oxygen vacancy concentration, and initially increases the ionic
conductivity. At doping concentrations above ∼20%, however,
the conductivity reduces dramatically as defect complexes
form. These act as deep traps for the oxygen vacancies, thus
restricting the mobility of anions.

An interesting observation was made by Hohnke39 when
measuring the ionic conductivity of Gd-doped ceria samples
over a wide range of temperature. At low and medium tem-
peratures, conductivity increased with temperature at a higher
rate for samples with higher Gd concentrations, which is as
one would expect; the oxygen vacancy concentration depends
on the concentration of Gd impurities, and greater oxygen va-
cancy concentrations will mean a greater anionic conductivity
as temperature is increased. At temperatures above ∼1600 K,
however, the same conductivity was approached regardless of
the doping concentration in the sample. The trend in ionic
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conductivity versus temperature for the different samples also
converged above this temperature. The author attributed this to
a possible saturation in the concentration of oxygen vacancies
in the samples. The level of nonstoichiometry of pure ceria (x
in CeO2−x) at this temperature in air is x ≈ 0.001,40 which is
at least an order of magnitude lower than that which would
be present due to the Gd doping (up to 20% in the work
of Hohnke). The reduction of ceria, therefore, is unlikely to
lead to the concentrations of vacancies required to account
for the convergence in conductivity versus temperature trends
observed by Hohnke; it is possible that these results indicate
a change in the mechanism of ionic conduction at elevated
temperatures, from one purely mediated by oxygen vacancies.

The structural disorder of ceria at elevated temperatures
(up to 1770 K) was studied experimentally by Yashima et al.41

They used neutron diffraction followed by a combination of
Rietveld analysis, the maximum-entropy method (MEM), and
MEM-based pattern fitting to determine the nuclear density
distribution of ceria at various temperatures. The cubic fluorite
structure can be pictured as consisting of a face-centered-cubic
(fcc) lattice of cations, with all tetrahedral holes occupied
by anions, so that the anions form a simple cubic sublattice.
The octahedral hole in the fcc cation sublattice provides an
interstitial site for the anions. The analysis of Yashima et al.
demonstrated that oxygen in ceria has a complicated disorder,
spreading over a much wider region than that of cerium.
They found evidence for anistropic thermal motions of oxygen
about their ideal site, with increased motions along the [111]
direction towards the interstitial site, which increased with
increasing temperature. This suggests a diffusion mechanism
mediated by anion Frenkel pairs, which form when oxygens
move from their ideal lattice site to the interstitial site.
This mechanism becomes more favorable when the lattice is
thermally expanded. Their data were also consistent with a
slightly curved diffusion path along the [001] direction, where
anions traverse the octahedron surrounding the interstitial site
while not occupying the site itself.

At temperatures close to, but below, their melting points
cubic fluorite structured materials are known to undergo
a transition to the “superionic” regime, characterized by a
dramatic increase in ionic conductivity42–44 while electronic
conductivity remains low. This transition is associated with a
large dynamic disorder of the anion sublattice, where transport
of anions occurs via a hopping mechanism,42,45–48 though the
details are still not completely understood.44 This mechanism
of conduction may play a role in ceria at elevated tempera-
tures; superionic conductivity has been observed in ultrathin
Gd-doped ceria49 and Sm-doped ceria nanocomposites50 at
relatively low temperatures (under 900 K), but in these cases
was attributed to grain-boundary and size effects.

In this paper we study the static and dynamic stability of
ceria over a range of values of isotropic strain, ε, defined as

ε = a − a0

a0
(1)

(where a0 is the equilibrium lattice constant and a is the
strained lattice constant). We use density functional theory
(DFT) in the generalized gradient approximation to exchange
and correlation, with a Hubbard U parameter applied to f elec-
trons of Ce (GGA + U ), to calculate the force constants and

derive the elastic constants and dynamical matrix. Calculations
are further validated for certain values of strain and reciprocal
lattice vector using a hybrid density functional, which provides
a more accurate and unbiased description of the electronic
structure, but is substantionally more computationally intense
than standard DFT. We find good agreement between the two
approaches. At the X point in the reciprocal lattice, the B1u

mode, consisting of oxygen motions in the [001] direction,
softens considerably as the lattice is expanded. At ε = 0.016,
the B1u mode crosses the Eu doublet (which involves oxygen
motion perpendicular to [001]). A maximum in the density
of phonon states occurs at the crossing point. We propose
that the modes couple, resulting in an increased probability
of anion interstitial site occupation. We infer that this leads
to a transition to an ionic conductivity regime dominated by
a mechanism mediated by anions occupying, or moving close
to, the interstitial site. Given the experimentally determined
relationhip between temperature and lattice expansion in
ceria,41,51 a strain of 1.6% corresponds to a temperature
T = 1600 K, which is the value of T at which Hohnke39

observed the convergence in ionic conductivity for samples
with different Gd concentrations. As the lattice is expanded
further, the B1u mode continues to soften, becoming imaginary
at ε = 0.034, which corresponds to T = 2500 K (close to,
but below, the melting point of ∼2800 K8). Following the
imaginary mode results in a transition from the cubic to a
tetragonal phase, similar to what is observed in zirconia52 and
hafnia.53 From our calculated values of the elastic constants,
however, we find that the structure remains mechanically
stable at this level of expansion. Using a shell interatomic
potential model, which describes the lattice dynamics of
the expanded cell in reasonable agreement with our DFT
approach, we calculate the free energies of the two phases
in the quasiharmonic approximation, finding the cubic phase
to remain the more stable as the mode becomes imaginary. We
therefore attribute the appearance of the imaginary mode to
a change to a thermally disordered phase, where the material
remains on average cubic, with the majority of the thermal
disorder occurring in the anion sublattice.

The rest of the paper is as follows: in Sec. II details of our
calculations are given, in Sec. III we present and discuss our
results, and in Sec. IV we summarize the main findings of our
study.

II. CALCULATIONS

We have used DFT to calculate the equilibrium structure
of bulk ceria and the force constants at a range of positive
and negative isotropic linear strains. All our DFT calculations
were carried out using the VASP code,54–57 utilizing the solids-
corrected Perdew-Burke-Ernzerhof (PBEsol) GGA exchange-
correlation (XC) functional58,59 with the projector augmented
wave (PAW) method.60 To correct the self-interaction error
present in DFT, we have taken two approaches. The first
was to apply a Hubbard U parameter (U = 5 eV) on the
Ce4f (GGA + U ), which has been shown to give accurate
descriptions of the localized nature of n-type defects in
ceria.15,35,61–65 The second was to use hybrid exchange
correlation functionals (hybrid-DFT), where a percentage of
exact exchange is included. For this we used the screened

214304-2



DYNAMICAL RESPONSE AND INSTABILITY IN CERIA . . . PHYSICAL REVIEW B 87, 214304 (2013)

TABLE I. Calculated structural, elastic, and dielectric properties of CeO2 at ambient pressure compared with previous experimental and
theoretical results in the literature.

This work Previous work in the literature

GGA + U HSE06 GGA + U 61 LDA + U 75 LDA76 LDA77 Experiment

a0 (Å) 5.431 5.399 5.470 5.400 5.366 5.37 5.401,78 5.407,41 5.408,22 5.41132

B0 (GPa) 200.0 207.5 172 211.1 210.1 203.6 200,79 220,80 230,81 23682

B ′
0 4.4 4.4 4.4 4.4 4.4 4,79 4,81 4.4,80 4.482

C11 (GPa) 371.83 354.790 386 371.40 40383

C12 (GPa) 114.69 139.272 124 117.89 10583

C44 (GPa) 62.71 51.195 73 68.10 6083

ε∞ 6.546 6.791 6.23 5.31,84 685

Z∗ Ce 5.525 5.479 5.712
Z∗ O −2.764 −2.740 −2.856

HSE0666 functional. Although hybrid functionals provide a
more accurate description of electronic structure, they are
approximately an order of magnitude more computationally
intense than local density approximation (LDA) and GGA
functionals, so we limited their application in this study to cer-
tain recripocal lattice vectors and values of strain. Full phonon
dispersions were determined using the GGA + U approach.

To avoid the problem of Pulay stress, the energy and
gradient of the three atom primitive unit cell of CeO2 was
calculated at a series of different volumes with an 800 eV
plane wave cutoff and an 8 × 8 × 8 Monkhorst-Pack67 k-point
mesh, which provided convergence in the total energy up to
10−5 eV. The resulting energy-volume data was fitted to the
Murnaghan equation of state to derive the equilibrium lattice
constant and bulk modulus.

Phonon frequencies of CeO2 were determined using the
frozen phonon approach, where the dynamical matrix is
derived by displacing atoms from their equilibrium positions
and calculating the resulting forces, thus giving the force
constants. All force calculations were deemed converged when
the change in total force on each ion per self-consistent
field iteration was less than 10−4 eV Å−1. Phonon disper-
sions of CeO2 at different values of lattice constant were
calculated (using GGA + U ) by making appropriate atomic
displacements in a 4 × 4 × 4 (192 atoms) expansion of the
primitive unit cell and constructing the dynamical matrix, as
implemented in the postprocessing program PHONOPY.68 The
splitting between the transverse optical (TO) and longitudinal
optical (LO) modes was determined using a nonanalytical
correction term,69–71 which required knowledge of the high
frequency dielectric constant and Born effective charges. We
have used linear response in our GGA + U approach to
determine these properties at the different values of strain
studied, as implemented in VASP. Using our hybrid functional
approach we have determined phonon frequencies at the �,
L, and X points in the reciprocal lattice using a 2 × 2 × 2
expansion (24 atoms) of the unit cell, and at the � and X

points only using the cubic unit cell (12 atoms). The elastic
constants were determined from the stress-strain relation by
performing six finite distortions of the lattice, using our
GGA + U approach, as implemented in VASP.

We have used a modified version of the shell-polarizable
interatomic potential model developed previously,72,73 which

gives accurate results on lattice dynamics at zero strain
while maintaining good qualitative agreement with our DFT
approaches at large strains, to calculate the vibrational con-
tribution to the free energy of the relevant phases of CeO2,
under the quasiharmonic approximation. Our aim here is to
test the stability of the phases at temperatures above 2000 K
at a significantly reduced computational cost. We have used
GULP74 to perform these calculations.

III. RESULTS

A. Equilibrium properties of ceria

In Table I we present our calculated values of lattice
constant (a0), bulk modulus (B0) and its pressure derivative
(B ′

0), elastic constants (C11, C12, and C44), high-frequency
dielectric constant (ε∞), and Born effective charges (Z∗) of
CeO2 in the cubic fluorite phase, compared with previous
experimental and theoretical results from the literature. We
find excellent agreement between our calculated a0 and the
low temperature experimental value of Gupta et al.,78 with
our GGA + U approach differing by 0.5% and our HSE06
hybrid-DFT approach differing by less than 0.05%. In the
GGA + U approach, using the PBEsol functional gives an
improvement of 0.7% in a0, when compared to experiment,
over using the PBE functional.61–65 Our values of B0 and B ′

0
also agree well with experiment.80,81,83 We have calculated
the elastic constants, ε∞ and Z∗ using GGA + U . We find
good agreement with experiment83 in our values of C11, C12,
and C44, with the largest discrepency (7.7%) occurring for C11.
This latter discrepancy could be attributed to an overestimation
of the lattice constant by our GGA + U approach. Our results
agree well with the calculations of Shi et al.75 at the LDA + U

level of theory and are in excellent agreement with previous
calculations at the LDA level.76,77 Our calculated value of ε∞
is higher than experiment84,85 but agrees well with previous
calculations at a similar level of theory,75,76,86 as do our
calculated Born effective charges.

B. Dynamical properties of ceria

Our calculated phonon dispersion using GGA + U is shown
in Fig. 1, compared with the Raman scattering measurements
of Nakajima et al.83 and Kouroklis et al.,87 the infrared
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FIG. 1. (Color online) Phonon dispersion curve for CeO2 cal-
culated using GGA + U (solid red line) compared with measure-
ments using Raman scattering (blue upward-pointing and orange
downward-pointing triangles; Refs. 87 and 83), infrared spectroscopy
(sidewards-pointing brown triangles; Ref. 88), reflectivity-derived
(green diamonds; Ref. 89), and inelastic neutron scattering (purple
squares; Ref. 90) methods. The modes are labeled according to their
symmetry representations at the �, X, and L points.

spectroscopy measurements of Ohura,88 the results of Mara-
belli et al. derived from reflectivity measurements,89 and the
inelastic neutron scattering measurements of Clausen et al.90

These experimental measurements were carried out at room
temperature (RT); in principle, a more accurate comparison
between the data sets may be achieved by performing the
GGA + U dispersion calculation with the lattice expanded
by an amount corresponding to the thermal expansion at RT.
The experimentally determined thermal expansion coefficient
at RT, however, is ∼ (10–11) × 10−6 K−1.78,91 The change
in the calculated frequencies when the lattice is expanded
by an amount corresponding to this thermal expansion is
within the overall error in the results. For this reason we
have chosen to perform the calculations at the athermal
limit.

A comparison of the phonon frequencies in Fig. 1 shows
that our GGA + U approach agrees well with experiment,
in particular in reproducing the acoustic mode dispersion.
Our calculated acoustic mode frequencies agree with the
measurements of Clausen et al.90 within ∼1%, apart from
the longitudinal acoustic (LA) mode at the L point, which we
find is 4% lower than the value they report. We find less good
agreement, however, between our calculated infrared-active
F1u LO-TO mode splitting and experiment. We calculate the
F1u LO phonon mode at � (ωLO) to be ωLO = 552 cm−1, which
is ∼7.5% lower than the experimental results of Marabelli
et al.89 and Ohura.88 We note that our calculation of the LO-TO
mode splitting is determined using a nonanalytical correction
term,69–71 which depends on ε∞ and the Born effective charges
Z∗. We have used our calculated values for ε∞ and Z∗
(see Table I) when determining the splitting. If instead we
use the experimental value of ε∞ = 5.31,84 we find that
ωLO = 596 cm−1, which is within 0.2% of experiment.87,88 Our
calculated dispersion is in excellent agreement with previous
calculations at a DFT-LDA level of theory.75,76 One detail
evident from our results but not observed in the calculations of

Gürel et al.76 and Shi et al.75 is the crossing of the longitudinal
and transverse branches of the Raman active (F2g at the �

point) mode at ∼420 cm−1 in the � → L direction ([ζ ζ ζ ] in
Fig. 1). Along this direction the triply degenerate (at the �

point) F2g mode splits into a doublet and singlet (transverse
and longitudinal, respectively). This branch crossing, which
was not reproduced by Clausen et al.90 in their shell model,
explains their labeling of the modes along these branches.
They predicted a singlet mode frequency lower than that of
the doublet at the L point. From our results we see that the
longitudinal branch does fall below the transverse branch at
the point (0.2,0.2,0.2) along the [ζ ζ ζ ] direction (measured in
units of 2π/a0), but the branches cross once more at the point
(0.4,0.4,0.4), resulting in a higher singlet mode frequency than
the doublet at the L point, as would be expected.

C. Dynamical properties as a function of isotropic strain

Our results for the effect of applying positive and negative ε

to the lattice, i.e., expansion and contraction, on the calculated
phonon dispersion using GGA + U are shown in Fig. 2, along
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FIG. 2. (Color online) Phonon dispersion curves and densities
of states for CeO2 determined using GGA + U at different values
of linear strain ε. The horizontal axis is labeled according to the
convention of Fig. 1. At the X point, the B1u singlet is indicated
by the downward-pointing (green) triangle, while the Eu doublet
is indicated by the upwards-pointing (blue) triangle. The unshaded
region highlights the softening of the B1u mode at the X point.
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with the calculated phonon density of states (PDOS). Changing
the value of ε is equivalent to applying a pressure p to
the lattice. From our GGA + U approach we can determine
this pressure. We found that p as a function of ε was fitted
well (with a χ -squared value under 10−3) by the following
polynomial:

p = 3806ε2 − 607.7ε(GPa), (2)

e.g., a strain of ε = −0.02 gives a pressure p = 13.7 GPa.
We first consider the case of negative ε (contraction).

Negative ε results in a stiffening of the lattice and a cor-
responding increase in phonon frequencies. The F2g mode
determined at 449 cm−1 shifts to 489 cm−1 at ε = −0.02,
i.e., at p = 13.7 GPa. Kouroklis et al.87 measured this mode
to be 464 cm−1 at ambient pressure, increasing to 507 cm−1

at p = 13.4 GPa. Xiao et al.,79 using Raman measurements,
found that this mode increased to 501 cm−1 at p = 12.0 GPa.
Our results are in good agreement with these experimental
results.

We now turn to the case of positive ε (expansion). From
Fig. 2 we note that increasing ε leads to an overall softening of
the phonon modes, as the material itself becomes softer. The
effect is small, apart from the B1u singlet mode at the X point,
which softens considerably as the lattice is expanded (see the
unshaded region in Fig. 2). This mode crosses the Eu doublet at
the X point when ε = 0.02, and becomes imaginary (indicated
by negative frequency) when 0.035 < ε < 0.045. A maximum
peak in the PDOS (indicated by an arrow in Fig. 2) is observed,
at the frequency at which the B1u and Eu modes intersect at (or
close to) the X point, and increases in magnitude as the strain is
increased. We note that this crossing coincides with an overall
flattening of the lower acoustic band away from the � point.
The crossing of the B1u and Eu modes at the X point is shown
more clearly in Fig. 3, where we have plotted their frequencies
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FIG. 3. (Color online) Calculated B1u and Eu mode frequencies at
the X point as a function of linear strain ε, determined using GGA + U

(black circles and red squares, respectively), and hybrid-DFT with the
HSE06 functional (green diamonds and blue triangles, respectively).
The lines are a guide for the eye. Negative frequency indicates an
imaginary mode.

as a function of ε. We have also determined a temperature
scale that corresponds to the level of strain studied, which
we have shown in Fig. 3, for which we have combined the
data of Sameshima et al.51 (valid for the temperature range
298–1473 K), and the data of Yashima et al.41 (valid for
temperatures up to 1770 K). The two experimental data sets are
in good agreement in the temperature range common to both.
For temperatures above 1770 K, we have applied a quadratic
fit to the data of Yashima et al. (with a χ -squared value of
∼10−3).

D. B1u mode softening at the X point

To study the effect of strain on the B1u mode in particular,
we have performed hybrid-DFT calculations of the phonon
modes. Hybrid functionals (such as HSE06) provide a marked
improvement in description of the electronic structure,66,92–94

resulting in more accurate structural properties (see Table I)
and descriptions of the potential energy landscape. We there-
fore expect hybrid DFT to provide an improved description
of the phonon dispersion in comparison with GGA + U . As
hybrid DFT is significantly more computationally intense in
comparison to GGA + U , we limit our application of this
approach. We have performed force constant calculations
using a 2 × 2 × 2 expansion of the primitive unit cell for
ε = 0 and ε = 0.035. This supercell size provides phonon
frequencies at the �, X, and L points. We present our results
for all calculated frequencies at these reciprocal lattice points
in Table II, shown in comparison to our GGA + U calculated
values and experimental results,83,87–90 where available. For
our hybrid-DFT calculations we have used the experimental
value of ε∞ = 5.3184 when determining the nonanalytical
correction term to account for F1u TO-LO splitting at �.
Hybrid DFT gives us an improved description of the optical
modes at the � point, and the high frequency Eu mode at the X

point, but no significant improvement over GGA + U for the
low frequency acoustic modes at the X and L points. To study
the softening of the B1u mode at the X point using hybrid DFT,
we performed further calculations of the force constants using
a cubic (12 atom) cell (this cell provides phonon frequencies
at the � and X points only). We plot our results for the
B1u and Eu modes at the X point as a function of ε and T

in Fig. 3.
Using our hybrid-DFT (GGA + U ) approach, we find that

the two modes cross at ε = 0.016 (ε = 0.02), corresponding to
T = 1600 K (T = 1770 K), and that the B1u mode becomes
imaginary at ε = 0.034 (ε = 0.038), corresponding to T =
2500 K (T = 2700 K). Schematics of the two modes (singlet
and doublet) are shown in Fig. 4. The B1u mode is a singlet
[Fig. 4(a)], consisting of motions of the O ions in the [001]
direction, with no motion of the Ce ions. If we consider the
O sublattice to contain chains of oxygen ions in the [001]
direction, we observe that, along the chains, the oxygens move
in phase, with adjacent chains moving opposite in phase. The
Eu mode is a doublet [Figs. 4(b) and 4(c)], consisting of both
Ce and O motion. All motion occurs perpendicular to the [001]
direction. Alternating layers of Ce along the [001] direction
move in opposite phases. The O motion is at right angles to
that of Ce. Adjacent O ions move in opposite phases, so that
the motion consists of a series of alternating oxygen-oxygen
stretch modes. In this mode, the amplitude of motion of the
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TABLE II. Calculated phonon mode frequencies of CeO2 at the high symmetry points of the Brillouin zone �, X, and L determined using
GGA + U and hybrid DFT using the HSE06 functional, shown in comparison to experimental results where available. The results are shown
for different values of strain, ε. Negative frequency indicates an imaginary mode (unit: cm−1).

ε = 0

� X L

Mode GGA + U HSE06 Expt. Mode GGA + U HSE06 Expt. Mode GGA + U HSE06 Expt.

F1u (LO) 552 591 585,87 59788,89 A1g 583 611 A1u 521 543
F2g 449 451 460,90 46583,87 Eu 453 460 46490 A1g 412 427
F1u (TO) 290 269 218,89 273,88 274,90 27587 A2u 264 275 Eu 389 384

Eg 254 224 24990 Eg 355 348
B1u 179 141 A1u 216 207 22790

Eu 138 129 13890 Eu 118 116 12490

ε = 0.035

� X L

Mode GGA + U HSE06 Expt. Mode GGA + U HSE06 Expt. Mode GGA + U HSE06 Expt.

F1u (LO) 474 529 A1g 513 540 A1u 449 472
F2g 380 382 Eu 389 400 A1g 364 382
F1u (TO) 203 175 A2u 228 240 Eu 320 314

Eg 164 116 Eg 283 278
Eu 92 62 A1u 145 124
B1u 46 −101 Eu 91 73

Ce ions is a factor of ∼10 times that of O at ε = 0, but this
factor reduces as the cell is expanded, so that at ε = 0.04 the
Ce amplitude is three times the amplitude of O.

E. Coupling of the B1u and Eu modes

When the B1u and Eu modes cross at the X point, there is
an associated large, narrow peak in the PDOS (indicated by
an arrow in Fig. 2). This implies that the occupation of these
modes will be high at large temperatures. If there is a large
amount of (in-phase) atomic motion consisting of these modes,
with relatively large amplitudes at higher temperatures, there
will be an increased probability of a coupling, or combination,
of the modes. We illustrate the resulting motion when the B1u

and Eu modes combine at the X point in Fig. 5. For clarity we
only show the motion of a single oxygen chain in the [001]
direction, with the adjacent chains not shown. We also show
the relevant Ce motion in the vicinity of the oxygen chain. The
interstitial site is in the center of the cube formed by the Ce

ions (indicated by a black cross). When the modes combine,
there is an alternating effect along the [001] oxygen chain.
One oxygen ion (O1 in Fig. 5) moves towards the interstitial
site, with a Ce (Ce1 in Fig. 5) moving closer to this site,
providing a possible further stabilization for the oxygen. The
next oxygen ion (O2 in Fig. 5) along [001] moves towards a Ce
site, with the Ce ion (Ce2 in Fig. 5) moving away from this site.
There is an equivalent Ce ion (Ce3 in Fig. 5) moving towards
the Ce site along [11̄0], which, as the Ce motion is greater
than the oxygen motion perpendicular to [001], may lead to a
“straightening”of the motion of this O ion in [001] direction.
The pattern is repeated on moving along the [001] direction.
The pattern is also repeated for different chains of oxygen ions
along [001], but for each chain, a different interstitial site is
involved in the motion.

1. Implications for ionic conductivity

The overall effect of this combined motion will be an
increased probability of occupation of the interstitial site by

(a) (b) (c)

[001]

FIG. 4. (Color online) Schematic of the eigenvectors associated with (a) the B1u singlet mode and (b),(c) the Eu doublet mode at the X point.
O (dark-gray/red spheres) atomic motion is indicated by dark-gray (green) arrows. Ce (light-gray/blue spheres) atomic motion is indicated by
light-gray (orange) arrows. The eigenvectors are shown in the cubic unit cell with the simple cubic anion sublattice highlighted. The lengths of
the arrows indicate the relative proportion of the magnitude of the O and Ce atomic motions, which reduces as the lattice is expanded (see text).
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X

Ce1

Ce2

Ce3

O1

O2

[001]

FIG. 5. (Color online) Combination of the B1u and Eu modes
at the X point, shown for clarity acting on a single O chain (dark-
gray/red spheres) in the [001] direction (adjacent O chains not shown).
The interstitial site is represented by a black cross in the center
of the cube formed by the Ce ions (light-gray/blue spheres). The
motions associated with the B1u and Eu modes are indicated by
thinner, darker-colored/shaded arrows, while the resulting motion
from the combination of the modes is indicated by thicker, lighter-
colored/shaded arrows.

an oxygen ion. From our calculated eigenvectors, we estimate
that the amplitude of O motion in the B1u mode is ∼0.5 Å at
T = 1600 K. In the harmonic approximation, the amplitude
of vibration is inversely proportional to the square root of the
frequency. As ε is increased, the mode frequency reduces,
leading to an increase in the amplitude.115 The motion of the
oxygens in the [001] direction is greater than their motion
perpendicular to it, but as ε is increased, the oxygen motion
perpendicular to [001] increases. This, combined with the over-
all increase in amplitude as the frequency reduces, will lead
to an increase in the probability of the anion approaching the
interstitial site, facilitating ionic transport in the [001] direction
in a caterpillarlike mechanism, where each oxygen ion moves
to the site vacated by its nearest-neighbor (as a result of an
oxygen occupying the interstitial site), i.e., the conductivity
is mediated by Frenkel-like disorder. When the B1u and Eu

modes combine, there will be a switch to this mechanism of
ionic conduction, which will be independent of the number
of oxygen vacancies present due to reduction or the presence
of impurities. Since we predict the mode coupling to occur
at ε = 0.016, or T = 1600 K, this provides an explanation
for the observations of Hohnke.39 As the temperature rises
above 1600 K, the predominant ionic conductivity mechanism
switches from that mediated by the oxygen vacancies present
in the samples due to the Gd impurities and/or reduction to
that mediated by the anion interstitial site occupation resulting
from the coupling of the B1u and Eu modes at the X point.
There is therefore a convergence in ionic conductivity for
the samples containing different Gd concentrations, and also
a convergence in the rate of increase in ionic conductivity
as the temperature is increased further. Our results are also
consistent with the observation of Yashima et al.41 Their
nuclear density distribution measurements indicated increased
motion of oxygen in the [111] direction (i.e., towards the
interstitial site), which suggested a curved diffusion path along
[001], similar to the diffusion mechanism we are proposing

(we note that Yashima et al. concluded that their data was also
consistent with a diffusion path along the [111] direction).

Similar mechanisms of ionic conductivity in fluorite-
structured materials have been proposed previously for
UO2,42,95,96 PbF2,97,98 CaF2, BaF2, and SrF2.43,99 When study-
ing the effect of expansion on the antifluorite Li2O, Gupta
et al.100 and Fracchia et al.101 observed a similar softening
of the B1u mode at the X point as we have calculated
for ceria. In the case of Li2O, however, the B1u mode is
the lowest in frequency at the X point at equilibrium. As
the lattice is expanded, the B1u mode softens and becomes
imaginary at T = 1200 K, close to, but below, the melting
point. In both studies the authors attributed the imaginary mode
to a change to a superionic conductivity regime, mediated
by cation hopping (as Li2O is an antifluorite) along [001].
This conclusion does not necessarily follow, however, as
the imaginary mode may indicate either a structural phase
change or a change to a thermally disordered phase (see
below). A more convincing argument was made by Garvartin
et al.,102 who calculated a crossing of the transverse Raman
and LO modes at temperatures above 1000 K in Li2O.
They attributed this to a change to a conductivity regime
mediated by a caterpillarlike mechanism, similar to what
we propose for ceria. They further validated their results
using molecular dynamics (MD) simulations. Guglielmetti
et al.103 have performed an MD study on defect formation
and stability in ceria using empirical potentials. They found
that anion Frenkel recombination became more favorable at
higher temperatures, and that, for anions, interstitial migration
was faster than vacancy migration at temperatures above
1700 K. Their results are consistent with our proposed
conductivity mechanism at elevated temperatures. Our work,
however, demonstrates the basis of the effect in the temperature
dependent lattice dynamics of the material. Further cal-
culations of defect formation and migration, which will
complement our present study, are underway and will be
reported elsewhere.

2. Implications for nanoclusters

Tsunekawa et al.104,105 and Wu et al.106 reported that
below a certain size, ceria experiences an anomalous lattice
expansion, where average bond length within particles in-
creases significantly. This phenomenon has been rationalized
as an effect of reduction, with ceria nanoparticles rapidly
losing oxygen as the surface area to volume ratio of the
particle increases. Concomitantly, Weber et al.107 observed
a broadening of the Raman peak as the ceria particle
size decreased. Our findings provide a direct link between
the two effects: Expansion of the lattice as the particle size
decreases will lead to a coupling of modes, providing favorable
conditions for phonon-phonon scattering, which will result
in the observed broadening. Moreover, this expansion also
provides grounds for the low-temperature disorder or phase
transitions reported to occur in ceria at the nanoscale.108–110

F. Stability of ceria at elevated temperatures

From our hybrid-DFT (GGA + U ) calculations, we
determine that the B1u mode becomes imaginary at the X

point at ε = 0.034 (ε = 0.038), corresponding to T = 2500 K
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FIG. 6. Calculated elastic constants C11, C12, C44, and high
frequency dielectric constant ε∞, as a function of linear strain ε,
determined using GGA + U (black circles). The lines are a guide for
the eye.

(T = 2700 K). These temperatures are close to, but below,
the melting point (∼2800 K8) of ceria. Moving beyond the
harmonic approximation, we made appropriate displacements
along this mode and relaxed the structure (using GGA + U ),
determining that this imaginary mode corresponds to a phase
change to a tetragonal structure.116 A similar phase change
is observed in zirconia52 and hafnia.53 Experimental data on
the phase diagram of ceria,22,23 however, indicates that the
cubic structure is the only stable phase at elevated temperatures
(although we have found no data in the literature for tempera-
tures above 1773 K). We note that, in contrast, at the nanoscale,
a hypothetical symmetry-broken phase has been observed
indirectly via a characteristic tetragonal splitting of the Raman
mode.110 We have calculated the elastic constants (and high
frequency dielectric constant) as a function of applied strain
using GGA + U (see Fig. 6). Our results show that the phase
stability criteria C44 > 0, C11 − C12 > 0, and C11 + 2C12 > 0
are satisfied at all values of ε studied, including ε > 0.038,
where the B1u mode at the X point is imaginary, thus indicating
that the cubic phase remains elastically stable, even with the
imaginary mode.

To study this phase stability further, we have performed
free energy calculations on the cubic and tetragonal phases
using a modified shell interatomic potential model.72 The
model we use is in excellent agreement with neutron inelastic
scattering data,90 and reproduces well the results of our DFT
calculations on the dynamical behavior of ceria as a function
of ε, while being substantially less computationally intense.
We find that, when we include the vibrational contributions to
the free energy in the quasiharmonic approximation, the cubic
phase is 0.01 eV lower in energy than the tetragonal phase,
indicating that the cubic phase is the more stable phase, and
indicating that the B1u mode becoming imaginary corresponds
to a change to a thermally disordered phase. As the mode
consists of O motions only, the majority of the thermal disorder
will occur on the O sublattice, leading to the system remaining
cubic on average. The temperature at which we determine this
transition to occur is in good agreement with MD calculations
on doped and undoped ceria by Kovalenko et al.,111 who

found that anion sublattice “melting” occurred in the range
2300–2700 K. Such anion disorder at temperatures below the
melting point in cubic fluorite structures has been studied
extensively using neutron scattering techniques.42,43,96–98,112

Moreover, the high ionic conductivity has been associated with
the thermal disorder in yttrium-doped zirconia, in particular in
its cubic form, stabilized by lattice-mismatched induced strain
when interfaced with SrTiO3.113,114

IV. CONCLUSIONS

In summary, we have studied the static and dynamic
stability of ceria by determining the phonon dispersion for
a range of isotropic strains using GGA + U and hybrid
DFT. Our calculated properties of the equilibrium structure
agree well with experiment and previous calculations. Under
expansion, we find a substantial softening of the B1u mode
at the X point. Using hybrid-DFT (GGA + U ), we determine
that, at ε = 0.016 (ε = 0.02), corresponding to T = 1600 K
(T = 1770 K), the B1u and Eu modes cross at the X-point. A
large maximum in the PDOS occurs at the frequency at which
they cross. By studying the atomic motions involved in the
two modes, we infer that they couple, resulting in a significant
increase in probability of O atoms occupying, or moving close
to, an interstitial site. This provides a mechanism for ionic
conductivity, where anions move in the [001] direction. Our
proposed temperature at which this occurs is in excellent
agreement with measurements of ionic conductivity of Gd-
doped ceria samples performed at high temperatures, where
it was observed that above 1600 K all samples, regardless
of Gd content, approached the same conductivity. As the
lattice was expanded further, the B1u mode continued to
soften. Using hybrid-DFT (GGA + U ), we determined that it
became imaginary at ε = 0.034 (ε = 0.038), corresponding to
T = 2500 K (T = 2700 K). We found that the imaginary mode
corresponded to a cubic to tetragonal phase transition. Our
calculated elastic constants, however, indicated that the cubic
structure remains mechanically stable at all values of ε studied.
Free energy calculations in the quasiharmonic approximation,
performed using an interatomic potential model, indicated
that the cubic phase remained the most stable configuration
when the B1u mode became imaginary. We therefore attribute
the imaginary mode to a transition to a thermally disordered
phase which remains cubic on average, with the majority of
the disorder occurring in the anion sublattice.
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