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Excited Cr impurity states in Al2O3 from constraint density functional theory
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The excited states, 4T2g and 2Eg , of a Cr impurity in Al2O3 were treated by constraint density functional theory
by imposing a density matrix constraint (constraint field) to control the electron occupation numbers of the d

orbitals. The calculated excitation energies, directly calculated from the self-consistent total energies of the 4A2g

ground states and the various excited states, correctly reproduce the experimental ordering. In addition, we find
that there is no stationary solution for the excited 4T2g state corresponding to the crystal-field transition state in
the usual Kohn-Sham equation, i.e., with no constraint field. By contrast, the excited 2Eg state of the spin-flip
transition state is a (meta-) stable stationary solution, and may be responsible for the long radiative decay lifetime
observed in experiments on ruby.
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I. INTRODUCTION

State-of-the-art ab initio total energy calculations based
on density functional theory (DFT)1,2 are recognized as
a powerful tool for exploring the ground-state proper-
ties of materials. When extended to electron excitations,
the conventional DFT approach of approximating the quasi-
particle energies by the Kohn-Sham eigenvalues is often
inadequate. Addition and removal energies involving the
one-particle excitations require a self-energy correction as
demonstrated in GW calculations.3 Optical spectra typically
denoted as two-particle (electron-hole) excitations, where the
electron remains in the system and interacts with its hole, may
be further treated by the Bethe-Salpeter equation that yields
the electron-hole interaction.4 The time-dependent DFT5 is
also used to calculate such optical excitations. However, these
approaches are still complex and expensive computationally
and may not be appropriate for highly localized electron
systems such as impurity states.

Alternately, the delta self-consistent field (�SCF)
approach6 based on the difference in total energies of
two states, i.e., ground (G) and excited (E) states, �E =
E(E) − E(G), may provide a satisfactory estimation for all
excitations provided that the energies of the two states can
be obtained. Another commonly used approach, the Slater
transition-state method,6–8 has been successfully applied to
excited states in atoms and molecules, and even for the
gaps in semiconductors.9,10 As a practical matter, however,
the Slater transition-state method is simply the trapezoidal
approximation to the �SCF result.8

A difficulty in applying �SCF methods is that the excited
states, even when of different symmetry than the ground state,
may not be obtainable via conventional self-consistent calcu-
lations. To overcome this problem, we perform self-consistent
constraint DFT calculations for the excited states by imposing
density matrix constraints to control the orbital occupation
numbers.11 Here, we apply our approach to the problem of the
highly localized excited Cr impurity states in Al2O3 (ruby).

II. STRUCTURE AND EXCITED CR IMPURITY STATES

Cr3+ in Al2O3 substitutionally occupies cation (Al3+) sites
of C3 symmetry and surrounded by O2− octahedra with a

trigonal distortion.12 This induces sharp 3d peaks in the band
gap of the host Al2O3, Fig. 1(a), exhibiting a crystal field
splitting into cubiclike lower t2g and upper eg levels; the
trigonal distortion results in a further splitting of the t2g into
the two irreducible representations, a and e, with a small
energy splitting of the order of 0.1 eV.14 For convenience,
we abbreviate these states in the Oh group terminology, t2g

(t2g:a and t2g:e) and eg .
From the group theory-based ligand-field study,13 the

experimentally observed optical spectrum14 was described as
excitations from the 4A2g ground state to the 4T2g (U band,
2.23 eV), the 4T1g (Y band, 3.01 eV), the 2Eg (R line, 1.79 eV),
and the 2T2g (B line, 2.60 eV) states. The U band and the R line
may correspond to the excitations to electronic configurations
of t2

2g,↑eg,↑ (crystal-field transition) and t2
2g,↑t2g,↓ (spin-flip

transition), respectively, as shown in Fig. 1(b).

III. MODEL AND METHOD

To model the Cr impurity in Al2O3, a supercell containing
80 atoms (corresponds to a 3% Cr) was employed. The atomic
positions were fully optimized using the calculated forces,
although the experimental lattice constants of Al2O3 were em-
ployed for a computational simplicity to demonstrate the large
system for narrow impurity levels. The calculated interatomic
distances of the nearest and second-nearest neighbors between
the Cr and O atoms, 1.95 Å and 1.99 Å in the local-spin-density
approximation (LSDA) agree well with experimental values of
1.92 and 2.01 Å,12 respectively. No difference in the calculated
equilibrium geometry in the LSDA + U was confirmed. The
calculations were performed using the full-potential linearized
augmented plane-wave (FLAPW) method.15,16

To constrain an electronic configuration of a given excited
state without loss of site symmetry, we introduce an appropri-
ate functional with constraint fields:11

E[ρ(r)] = ELSDA[ρ(r)] +
∑
mm′

μα
m′m

(
nα

mm′ − Nα
mm′

)
, (1)

where ELSDA[ρ(r)] is the usual total energy functional such as
the LSDA, nα

mm′ is the density matrix of d orbitals of atom α,
and Nα

mm′ is the occupation number that should be constrained.
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FIG. 1. (Color online) (a) Schematic electronic structure of the
4A2g ground state of a Cr impurity with a C3 site symmetry in Al2O3,
exhibiting cubiclike Oh splitting into lower t2g and upper eg levels,
which under the trigonal distortion split into a and e irreducible
representations. (b) Two-particle excitations from the ground 4A2g

state to 4T2g (U band) and 2Eg (R line) states, which correspond to
the electronic configurations t2

2g,↑eg,↑ and t2
2g,↑t2g,↓, respectively.

In the LAPW basis, nα
mm′ is given by the projection of the wave

function onto the Y�m subspace17 as

nα
mm′ =

∑
k,b

fk,b〈�k,b|P̂α
mm′ |�k,b〉, (2)

P̂α
mm′ = ∣∣uα

� Y�m

〉 〈
uα

� Y�m′
∣∣ + 1

〈u̇�u̇�〉
∣∣u̇α

� Y�m

〉 〈
u̇α

� Y�m′
∣∣, (3)

where k and b refer to a k point in the Brillouin zone and a band
index, respectively. The corresponding Kohn-Sham equation
can be written as[

HLSDA +
∑
mm′

μα
m′mP̂α

mm′

]
�k,b = ε�k,b. (4)

The constraint term in the Hamiltonian effectively projects
out the chosen irreducible representation from the overall
wave function, thus allowing one to pick up the electronic
configuration corresponding to the excited state.

In practice, we specify a set of constraint fields, μα
n , along

the directions of the eigenvectors of nα
mm′ , consistent with the

site symmetry (μt2g :a , μt2g :e, and μeg
in the case of the C3

symmetry). Then, the μα
mm′ , which are rotated back from the

μα
n , are introduced into Eq. (4), and the corresponding nα

mm′ are
determined self-consistently. The self-consistent calculations
were carried out using the second-variation scheme, i.e., the di-
agonalization of Eq. (4) was carried out in a basis of the eigen-
functions, φk,b, of HLSDA. Full self-consistency was achieved
for the density matrix as well as the charge and spin densities.
The total energy is calculated using Eq. (1), with Nα

mm′ = nα
mm′ .

IV. RESULTS AND DISCUSSION

We first present the Kohn-Sham eigenstates for the ground
state of the Cr impurity in Al2O3. The calculated density of
states (DOS) in the LSDA18 is shown in Fig. 2(a). The LSDA
calculations clearly demonstrate sharp Cr impurity levels in
the energy gap between the valence and conduction bands. The
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FIG. 2. Density of states (DOS) for Al2O3:Cr3+ in (a) LSDA
and (b) LSDA + U for U = 4.0 eV and J = 0.58 eV; zero energy
corresponds to the Fermi level. The narrow peaks in the plots
correspond to the Cr d impurity states.

fully occupied majority-spin t3
2g,↑ states are located at 1.7 eV

above the valence band maximum. The eigenvalue difference
between the highest occupied and lowest unoccupied orbital
states for the eg,↑ and t2g,↓, are 2.5 and 2.2 eV, respectively,
in surprisingly good agreement with the experimental optical
spectrum, 2.23 and 1.79 eV for the 4T2g and 2Eg states.14

The Kohn-Sham eigenvalues, which differ from an analog
of Koopmans’ theorem, have somewhat unclear physical
meaning; for example, they need to be corrected for the deriva-
tive discontinuity in the exchange-correlation potential.19,20

Accidental agreement with the experiments above may be
involved, as a result of the cancellation effect due to the
insufficiency of the LSDA correlation and no electron-hole
relaxation. Moreover, recent LSDA + U calculations21 and
combined DFT calculations with the configuration interaction
method22 pointed out the importance of electron correlation
effects in the localized Cr 3d orbitals in ruby. Even in the case
of pure Cr2O3, which has less localized character compared
to the impurity states, the LSDA + U calculations give great
improvements for structural ground-state properties of the bulk
and at surfaces.23–25

We thus carried out LSDA + U calculations17,26 using lit-
erature U and J parameters (4.0 eV and 0.58 eV, respectively)
of Cr2O3.23,24 The calculated DOS is shown in Fig. 2(b).
Although the energy gap arising from the Al2O3, about 5.9 eV,
remains to underestimate compared to that in experiments,
8.9 eV,27 the localized feature of the Cr impurity state is
well demonstrated. In general, eigenvalues in the LSDA + U

205113-2



EXCITED Cr IMPURITY STATES IN Al2O3 . . . PHYSICAL REVIEW B 87, 205113 (2013)

−6 −3 0 3 6
0

1

2

3

4

5

−6 −3 0 3 6
0

1

2

3

4

5

Constraint field, μn (eV)

Δ E
=

E
(E

)-
E

(G
) 

  (
eV

/C
r)

4T2g

2Eg

2Eg(Expt.)

(Expt.)4T2g

Constraint field, μn (eV)

4T2g

2Eg

2Eg(Expt.)

(Expt.)4T2g

(a) LSDA (b) LSDA+U

FIG. 3. (Color online) Calculated total energy differences �E of
the excited 4T2g and 2Eg states with respect to 4A2g ground state, in
(a) LDSA and (b) LSDA + U , as a function of the constraint field μn

for a Cr impurity in Al2O3. Calculations were started with a set of
constraint fields and then all μns were gradually set back to zero. For
the 4T2g state, there is no stationary solution at zero constraint field.
Triangles represent those in experiments (Expt).

show a better agreement with one-particle excitation energies
than the LSDA eigenvalues. In the present calculations, the
occupied t2g,↑ state is pushed down in energy to near the top of
the valence band, and the separation between the occupied t2g,↑
and unoccupied eg,↑ states is increased compared to those in
the LSDA. The eigenvalue differences are now 4.2 and 4.6 eV,
respectively, which are significantly larger than those in the
LSDA.

We now consider constraint DFT calculations for the
excited 4T2g and 2Eg states; the results in the LSDA and
LSDA + U are shown in Fig. 3. For the 4T2g state, a set of
constraint fields (μt2g:a ,↑ = μ↓ = 5.4 eV, where μ↓ is used for
all minority-spin d states) was initially introduced.11 A series
of self-consistent calculations in which the μn’s were gradually
set back to zero (zero constraint field, corresponding to the
standard LSDA/LSDA + U solution) are illustrated in the
figures. At zero constraint field in both LSDA and LSDA + U ,
we could not obtain a solution for the 4T2g electronic
configuration; instead, the system always iterated back to the
ground 4A2g state. Thus, there is no stationary solution in
the standard LSDA/LSDA + U ; the lowest constraint fields
at μt2g:a ,↑ = μ↓ = 3.8 eV in the LSDA and 2.7 eV in the
LSDA + U that allowed a stationary state yields an energy
for this excited state of 3.0 and 3.1 eV, respectively; both
overestimate the experimental value of 2.23 eV.14

However, an extrapolation to zero field, as illustrated by
a dashed line in Fig. 3, is close to the experimental value,
where the trends in the LSDA and LSDA + U results are
similar. A lifting of the degeneracy in the excited state, where
either of the doublet eg,↑ is occupied by one electron [cf.,

TABLE I. Calculated electron occupations of the d orbitals in the
Cr MT sphere for the 4A2g ground state, and the 4T2g and 2Eg excited
states. Results for the 4T2g state are obtained at a constraint field of
μt2g:a ,↑ = μ↓ = 3.8 eV in LSDA and 2.7 eV in LSDA + U .

4A2g[G] 4T2g[E] 2Eg[E]

LSDA +U LSDA +U LSDA +U

eg,↑ 0.57 0.52 1.35 1.38 0.52 0.48
t2g,↑ 2.69 2.73 1.90 1.93 1.82 1.87
eg,↓ 0.12 0.09 0.07 0.06 0.14 0.10
t2g,↓ 0.48 0.44 0.34 0.32 1.35 1.34

Fig. 1(b)], may reduce the total energy of the excited state by a
Jahn-Teller effect.28,29 It notes that the excited energy is lower
than that in the eigenvalue difference of the LSDA + U , which
demonstrates an electron-hole relaxation.

For the 2Eg case, starting with constraint fields of μt2g:a ,↓ =
−5.4 eV, the system is found to remain in a stationary solution
at zero constraint field in both LSDA and LSDA + U ; the
state is (meta-) stable, which, together with the low probability
of spin-flip transitions, may lead to the long radiative decay
lifetime and provide a sharp optical spectrum, as observed in
experiments.30 The calculated energy, 1.1 eV in the LSDA and
0.9 eV in the LSDA + U , underestimates the experimental
value of 1.79 eV.14 Although more theoretical effort is needed
for a quantitative prediction, �E(2Eg) < �E(4T2g), which
reproduces the correct ordering of the optical energy levels
in the experiments.

The calculated d-electron occupations in the Cr muffin-tin
sphere (RMT = 1.16 Å) for the 4A2g ground state, and the
4T2g and 2Eg excited states in the LSDA and LSDA + U

are summarized in Table I. The results clearly demonstrate
that electrons in the t2g,↑ orbital in the ground 4A2g state
are transferred to the eg,↑ orbital for the 4T2g state, and to
the t2g,↓ orbital for the 2Eg state. Moreover, the charge
difference in the excited and ground states, �ρ(r) =
ρE(r) − ρG(r), shown in Fig. 4, indicates that for the 4T2g

(a) LSDA (b) LSDA+U

FIG. 4. (Color online) Calculated charge density difference,
�ρ(r) = ρE(r) − ρG(r), between the 4T2g excited state and the
ground state of a Cr impurity in Al2O3 in (a) LSDA and
(b) LSDA + U . Dark (blue) and light (yellow) contour planes
represent positive (excited electron) and negative (hole) values of the
charge difference, 1.4×10−2 electrons/bohr3. Oxygen and aluminum
ions are represented by red and gray circles, respectively, and
chromium ions are located in the center.
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state, the charge accumulation (corresponding to the excited
electrons) and depletion (holes) appear only around the Cr
impurity site. In contrast, for the 2Eg case, almost no change
in the charge difference is observed (not shown) since the
spin-flip excitation does not alter the charge distribution.

V. SUMMARY

We have performed constraint DFT total energy calcula-
tions to estimate total energy differences between the ground
and excited states, for the optical excitations of the Cr impurity
states in Al2O3. Results demonstrate that the excited energies
of the 4T2g and 2Eg states, corresponding to the crystal-field
and spin-flip transition states, are 2.8 and 1.1 eV in the LSDA,
and 3.1 and 0.9 eV in the LSDA + U , which reproduce the
correct experimental ordering of the excited energy levels.
For the excited 4T2g state, there is no stationary solution
in zero constraint field in both LSDA and LSDA + U . By
contrast, the excited 2Eg state is metastable against electron
density variations, which may lead to the long radiative decay

lifetime observed in experiments. The excited electron and
hole densities in the 4T2g state appear only around the Cr
impurity site, while in the 2Eg state, no charge redistribution
from the ground state is observed.
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