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Optical properties of tungsten trioxide from first-principles calculations
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Tungsten trioxide (WO3) is an Earth abundant material of potential use as a light absorber for solar energy
conversion processes. We carried out ab initio calculations of the band structure and absorption spectrum of WO3

using many-body perturbation theory and we present a detailed comparison of our results with photoemission
and absorption data. We show that it is necessary to take into account multiple effects, including spin-orbit and
electron-phonon interactions and exciton binding in order to correctly predict the measured optical gap. The
absorption spectrum obtained by solving the Bethe-Salpeter equation compares well with experiments over a
wide energy range, and our calculations correctly account for the redshift observed experimentally upon N2

intercalation in WO3.
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I. INTRODUCTION

Several transition metal oxides are promising materials
for light absorption in photovoltaic and photoelectrochemical
cells.1–5 Hence the investigation of their optoelectronic
properties is an active field of research. Titania (TiO2) is
the best studied light absorber oxide, since the pioneering
experiments of Fujishima and Honda.6 However, its optical
gap (3.0 eV, see Ref. 7) is larger than desired to absorb visible
light. Tungsten trioxide (WO3) is another promising oxide for
use in photoelectrochemical water-splitting systems:8–12 it is
stable against photocorrosion, its optical gap (2.6–2.7 eV) is
smaller than that of TiO2, and it may absorb sufficient visible
light to generate modest photocurrents. Furthermore, WO3

electrochromism has additional applications, in, e.g., building
smart windows.13–15

Surprisingly, despite many experimental studies devoted
to WO3, its optoelectronic properties are not well under-
stood. Several measurements by UV-vis spectroscopy16 and
photoelectrolysis17 yielded an indirect optical gap of 2.6 eV
at room temperature (T ), while Salje et al.,18 who measured
transmission spectra at room temperature, reported a direct
gap of 2.58 eV. Similar to the case of TiO2,7,19,20 direct
and inverse photoemission measurements of the fundamental
gap of WO3 led to a value much larger (0.6 ∼ 0.7 eV)21,22

than that of its optical gap, and this difference cannot be
accounted for by the exciton binding energy. We note that
optical and photoemission experiments were both conducted
on the phase stable at room T . On the theoretical side, a
coherent and consistent interpretation of experiments has not
yet been formulated and the level of theory necessary to
describe photoemission and absorption experiments of WO3

is yet unclear. This lack of fundamental understanding of
optoelectronic properties is common to several other oxides,
and it has negatively impacted our ability to predict materials
with desired properties for solar energy conversion.

In this paper, we report ab initio calculations of the
fundamental and optical gaps of γ -WO3 and of its absorption
spectrum, carried out using many-body perturbation theory
(MBPT).23,24 We carried out calculations of the band structure
within the G0W0 approximation25–27 and we solved the Bethe-

Salpeter equation (BSE)23,24 to obtain the optical spectra,
using the method of Refs. 28 and 29. The electron phonon
renormalization of the band gap was obtained by means of
a Fröhlich Hamiltonian,30–32 where the high-frequency and
static dielectric functions and longitudinal optical phonon
frequency were computed from first principles, using density
functional perturbation theory (DFPT).33 Spin-orbit interac-
tion was included using fully relativistic pseudopotentials.34

We show below that multiple effects need to be taken into
account in order to correctly predict the experimental optical
gap, including spin-orbit and electron-phonon interactions
and exciton binding. Our computed quasiparticle gap in-
cluding spin-orbit and electron-phonon interactions is smaller
(∼0.4 eV) than that obtained from photoemission experiments,
which most likely probed surface instead of bulk electronic
gaps. Our computed absorption spectrum for simple cubic
WO3 agrees well with recent measurements on blue bronze,35

over a wide energy range. In addition to the pure oxide, we
also considered di-nitrogen doping, which was shown9,10 to
lower the band gap towards the visible range and thus to be
beneficial for solar applications.

The rest of the paper is organized as follows: in Sec. II, we
describe our results for the photoemission gap, and in Secs. III
and IV, we present calculations of the optical gap and spectra,
respectively. Section V contains our conclusions.

II. PHOTOEMISSION GAP

We first computed the electronic gap of WO3 at several
levels of theory and we compared our results with photoemis-
sion data (see Tables I and II). We used the Quantum Espresso
package36 for all ground-state calculations without spin orbit
(SO) and the ABINIT code37,38 for those including SO; we used
the YAMBO code25 for G0W0 calculations.

We considered both the room temperature monoclinic phase
(γ -WO3, see Fig. 1) and the simple cubic (SC) phase (unstable
at atmospheric pressure but stable at 0.66 Gpa and 700 ◦C, see
Ref. 39). At room T, WO3 has a perovskite structure that differs
from that of the simple cubic lattice only by the location of the
W atoms, which are off the octahedra centers; the tilt angles
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TABLE I. Electronic band gap of simple cubic WO3 computed at
different levels of theory: LDA, �SCF, G0W0, and using the hybrid
functional HSE06.44,45 In this work, all band gaps were computed at
the LDA optimized geometry. In Ref. 46, the geometry was optimized
at the HSE06 level of theory.

LDA �SCF HSE06 G0W0

Indirect(R → �) 0.55 1.57 1.54, 1.67a 1.78
Direct(�) 1.56 . . . 2.69 2.90

aReference 46.

between octahedra deviate from 180◦ by 15◦ ∼ 25◦ in the γ

phase. As a result, the electronic structure of simple cubic and
γ -WO3 are similar: the top of the valence band consists of the
O 2p states and the bottom of the conduction band is composed
of W 5d states (slightly hybridized with O 2p states).

All band gap calculations for γ -WO3 were carried out at the
experimental geometry, which is well established. At present,
there is a lack of consensus in optimized structures10 using
density functional theory (DFT) with local density (LDA),40,41

TABLE II. Electronic band gap (eV) of γ -WO3 computed using
different levels of theory (acronyms are defined in the text). The first
five rows of the table report results from the literature, while the
remaining ones report results of this work. Eopt

g denotes the optical
gap. The last column indicates whether the gap is direct (D), indirect
(I), or pseudodirect (PD). In our calculations, I and D gaps differ by
less than ∼0.05 eV.

Theory Band gaps (eV) Type

LDA 1.87e, 1.31b D, PD
PW91 0.90c, 1.19g, D

1.36g, 1.57g

RPBE 1.73f ID
B3LYP 3.13d D
HSE06 2.80d D
PBE0 3.94e, 3.67d D
�SCF 2.92e . . .

G0W0 3.26e D
G0W0(w/SO)a 3.16e D
G0W0(w/SO/e-ph)a 2.86e–2.96e D
Exp(UPS-IPES) 3.38 ± 0.2,h 3.28 ± 0.14i . . .

Eopt
g 2.71e–2.81e D

Eopt
g (exp)j 2.6–2.7(300 K), 2.8–2.9(0 K) ID, D

aSO: spin orbit; e-ph: electron phonon.
bReference 48.
cReference 49.
dReference 46.
eIn this work, all band gaps were computed at the experimental
geometry; the other calculations shown in the table were carried
out at the optimized geometries of the corresponding functionals.
fReference 52.
gReference 46 (PW91):1.19 eV computed by ultrasoft pseudopoten-
tials; 1.36 eV computed by PAW pseudopotentials; 1.57 eV computed
by Gaussian-type basis sets with a linear combination of atomic
orbitals approach.
hReference 21.
iReference 22.
jReferences 17,18, and 53.

FIG. 1. (Color online) The crystal structure of simple cubic
WO3(left) and γ -WO3(right). WO3 has the perovskite structure
(ABO3) where the central “A” site is not occupied.

PBE,42 or Van der Waals density functionals.43 Calculations
for SC were instead carried out at optimized geometries (see
Table I).

We used DFT/LDA, the modified �SCF method proposed
in Ref. 47, and MBPT within the G0W0 approximation. The
computational details of the �SCF and G0W0 calculations are
given in the Appendixes A and B, respectively. The computed
G0W0 band gap is converged within 0.1 eV with respect to
all numerical parameters. In Table II, we also report results of
previous band gap calculations.46,48,49

All DFT calculations with local or semilocal functionals
greatly underestimate the measured gap, as expected, while
the hybrid functional PBE050 overestimates it. The HSE06
functional44,45 and the �SCF method yield very similar results
for both γ -WO3 and simple cubic WO3, and they appear to
moderately underestimate photoemission experiments; anal-
ogous findings were reported for rutile TiO2, whose gap
computed with the HSE06 functional, 3.05 eV,51 underesti-
mates the measured photoemission gap (3.3–3.6 eV19,20). The
computed G0W0 band gap of γ -WO3 is 3.26 eV, in apparent,
excellent agreement with photoemission experiments (3.38 ±
0.2 in Ref. 21 and 3.28 ± 0.14 in Ref. 22).

However, additional important effects need to be taken into
account before carrying out a meaningful comparison with
experiment, e.g., spin-orbit (SO) effects and corrections to the
computed gap due to electron-phonon interaction.

We discuss the SO interaction first. The effect of SO
interaction on the band structure of solids containing W was
so far examined only for bulk bcc W.54 Large SO splittings
up to 0.8 eV were found for some of the bands. In Table III,
we compare the lattice constants and band gaps of simple
cubic and γ -WO3 (see Fig. 1) computed without and including
SO coupling. In the former case, we used nonrelativistic
pseudopotentials (PP), while in the latter, we used fully
relativistic PP of the HGH form34 which were generated from
fully relativistic all electron calculations, i.e., by solving the
two-component Dirac equation.

When including SO effects self-consistently in our LDA
band structure calculations (see Figs. 2 and 3), we found a
decrease of 0.1 eV in the band gap of γ -WO3 obtained without
SO (0.2 eV decrease in the case of simple cubic; see Table III).
Such a reduction comes from the lowering of the conduction
band minimum (CBM): the CBM states have mostly W 5d

characters and are thus more affected than the O 2p states

165203-2



OPTICAL PROPERTIES OF TUNGSTEN TRIOXIDE FROM . . . PHYSICAL REVIEW B 87, 165203 (2013)

TABLE III. Equilibrium lattice parameters [lattice constants (Å),
and angle (deg), see Fig. 1] and direct (D) and indirect (I) band gaps
(eV, fifth and sixth columns) of simple cubic and γ -WO3 computed
with (w/SO) and without spin-orbit interaction (wo/SO), using density
functional theory, and the local density approximation.

Simple Cubic
a

wo/SO 3.79 0.54(ID)1.62(D)

w/SO 3.79 0.34(ID)1.35(D)

γ -WO3

a b c β

wo/SO 7.35 7.45 7.66 90.6 1.30(D)(1.87(D)a)
w/SO 7.38 7.45 7.66 90.4 1.20(D)(1.79(D)a)

aComputed at the experimental geometry.

at the valence band maximum (VBM). We assumed that the
magnitude of SO effects on the band gap is similar at the LDA
and G0W0 level of theory (similar SO splittings, within 0.1 eV,
were reported in LDA and GW calculations of several systems
with heavy elements55,56).

Next, we consider the effect of electron-phonon (e-ph)
interaction on the band gap of WO3; such an effect was
discussed in several papers for numerous semiconductors and
insulators.57–62 In general, including e-ph interaction decreases
the value of the fundamental gap (Eg) even at zero temperature,
due to zero point motion.57 In principle, the e-ph renormal-
ization of Eg may be obtained from ab initio calculations,
as recently reported, e.g., for carbon diamond (eight valence
electrons per unit cell).58 However, these calculations are
computationally very demanding, and they are still prohibitive
for a system such as WO3, with 256 electrons per unit cell.
Therefore, following previous work on ionic crystals,63–65 we
adopted a model Fröhlich Hamiltonian (FH),30–32 assuming
that the interaction of electrons with optical phonons is the
dominant effect contributing to e-ph interaction. We note that
the CBM of WO3 is at � and thus the use of a FH is a reasonably
accurate approximation. We also note that we did not consider
small (Holstein) polaron formation (as, e.g., done in Refs. 66
and 67) as these polarons do not affect the value of the optical
gap, although they may affect photoluminescence.

The renormalization of the lowest conduction band (�E)
due to electron-optical phonon interaction can be evaluated by
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FIG. 2. (Color online) Band structure of simple cubic WO3

computed by including spin-orbit (SO) (black circles) and without
SO (red stars) interactions.
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FIG. 3. (Color online) Band structure of γ -WO3 computed by
including SO interaction (black circles) and without SO (red stars).

Rayleigh-Schrödinger(RS) perturbation theory and following
Smondyrev68 we have

�E = −ωLO[α + 0.0159α2 + 0.000806α3 + O(α4)], (1)

where ωLO is the frequency of the longitudinal optical phonon,
mb is the conduction band effective mass, and α is a
dimensionless coupling constant defined as

α = e2

h̄

(
mb

2h̄ωLO

)1/2( 1

ε∞
− 1

ε0

)
. (2)

Here, ε∞ and ε0 are the high-frequency and static dielectric
constants, respectively, and a large difference between the
two constants may be responsible for a large electron-phonon
coupling.

We computed the optical phonon frequency and the dielec-
tric constants of γ -WO3 at different levels of theory using
DFPT,33 and we fixed the values of mb to that reported by
experiments by fitting Hall mobility values.69 Our results are
shown in Table IV: overall we found a downward shift of the
CBM of 0.2–0.3 eV due to electron-phonon interaction. This
value represents a lower bound to the e-ph renormalization
of the gap, since we did not include possible couplings of
phonons with the valence band.

TABLE IV. Energy shift (�E) of the CBM due to electron-
phonon interaction, obtained from Eq. (1). The effective mass of
the lowest conduction band (1.75), was taken from Ref. 69. All other
parameters (the high-frequency, ε∞, and static, ε0, dielectric constants
and longitudinal phonon frequency ωLO) were computed from first
principles (see text).

ε∞ ε0 ωLO (eV) α � E (eV)

6.53a 44.67a 0.134b 1.74 − 0.241
6.53a 44.67a 0.070c 2.41 − 0.176
5.57d 44.67a 0.134b 2.09 − 0.291
5.57d 44.67a 0.070c 2.90 − 0.214
5.63e 31.33e 0.125e 2.01 − 0.260

aOptimized LDA geometry; averaged diagonal value.
bOptimized LDA geometry; highest optical phonon.
cReference 70.
dExperimental geometry; averaged diagonal value.
eOptimized vdW-DF2 geometry.
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The coupling constant α computed at the LDA optimized
geometry (1.74) is lower than the previously reported ones
(approximately 3 ∼ 5) based on experimental data.70,71 The
difference comes, at least in part, from the larger value of ε∞
(6.53) obtained within LDA, compared to experimental data,
varying between 3.2 and 6.72,73 As pointed out in Ref. 71,
this variability probably stems from a great sensitivity of
ε∞ to small structural differences. Indeed, we found that our
results for ε∞ are extremely sensitive to geometrical details.
For example, the ε∞ obtained as 1

3 Tr(ε∞) (where ε∞ is the
macroscopic dielectric tensor) at the experimental geometry
is 5.57, substantially smaller than the LDA optimized value of
6.53. The latter higher value originates from an underestimate
of lattice distortions at the DFT/LDA level of theory, which
in turn leads to a gap 0.5 eV lower than that computed at the
experimental geometry. We note that using ε∞ computed at
the experimental geometry and ωLO = 70 meV,74 we obtained
a coupling constant of 2.90, close to that reported by Refs. 70,
and 71. However, the use of ωLO = 70 meV does not appear
to have a robust justification. Interestingly, with the vdW-DF2
functional we obtained10 results in better agreement with
experiments for ε∞ (5.63), ωLO (125 meV),71 and ε0 (31).75,76

When we included both SO and electron phonon interaction
in the calculation of the γ -WO3 quasiparticle gap we obtained
a value of 2.9 ∼ 3.0 eV [see the value G0W0 (w/SO/e-ph)
in Table II], which appears to underestimate the UPS-IPES
gap measurements.21,22 We note that these measurements were
performed using He I (21 eV) and He II (41 eV) sources, and
they have great surface sensitivity; hence the measured gap
is most likely that of the surface, while we computed a bulk
electronic gap. Higher photon energies (e.g., hard x-ray77)
would be required to measure the bulk gap. Reference 22
noted that in a polycrystalline semiconductor a surface gap
larger than that of the bulk is not unusual,78 due to possible
structural and/or compositional differences between bulk and
surface. Further studies are clearly necessary to clarify the
difference between surface and bulk WO3 quasiparticle gaps.

III. OPTICAL GAP

We now turn to the discussion of the optical gap (Eopt
g )

of γ -WO3, which was measured by UV-vis transmission
spectroscopy and photoelectrolysis, yielding a well accepted
experimental value of 2.6–2.7 eV16–18 at room T . These
measurements probed bulk properties. Data were analyzed
using a Tauc plot(a power-law fitting of the absorption edge79):
αhν = A(hν − Eg)β , with β = 2 (1/2) for an indirect (direct)
gap;80 α is the absorption coefficient and A a constant. The
direct or indirect nature of the fundamental optical gap of
γ -WO3 is still controversial. Several authors16,17 claimed
the optical gap is indirect, because α(hν) is better fitted by
a Tauc plot with β = 2; however, Saljie et al.18 fitted the
absorption edge to a direct gap formula (β = 1/2) and obtained
results (2.58 eV) similar to those with β = 2. We found (see
Table V of Appendix B) that the direct and indirect electronic
gaps computed within G0W0 differ by less than 0.05 eV. We
computed the optical gap of γ -WO3 by subtracting the exciton
binding energy from the G0W0 gap, evaluated by including SO
and e-ph interaction. The exciton binding (εb) was calculated
as the difference between the first excitation energy of the

optical spectrum (obtained by solving the BSE28,29) and the
G0W0 gap.81 We found εb = 0.15 eV and a value of the optical
gap of 2.7 ∼ 2.8 eV (see Table II), in accord with the value
measured as a function of T with in the region of stability of
γ -WO3, extrapolated to 0 K, i.e., 2.8–2.9 eV.53

IV. OPTICAL SPECTRA

Having found a good agreement between theory and
experiment for the optical gap, we proceeded to analyze the
optical spectrum of WO3 first and then of N2 doped WO3.
Most UV-vis spectra of WO3

82,83 were measured over a narrow
energy range nearby the fundamental absorption edge, and they
are likely to be very sensitive to optical transitions with small
intensity. Instead, measurements of reflectivity (e.g., with
synchrotron radiation or by using ellipsometry) over a large
energy range far from the absorption edge are less sensitive to
the details of the edge, e.g., phonon-assisted transitions. Our
spectra were computed using the implementation of Refs. 28
and 29, at the BSE level of theory, and then did not include
phonon-assisted transitions and it is therefore meaningful to
compare them with ellipsometry data. However, the latter are
limited for pure single crystal γ -WO3,84 and rather uncertain.
To the best of our knowledge, they were reported only in
Ref. 84, where it was noted that the ellipsometry measurements
may have been influenced by contributions from domains with
different crystallographic orientations. Therefore we choose
to compare the spectrum of simple cubic WO3 with that
of sodium bronze (Na0.65WO3) (see Fig. 4), which has a
band structure similar to that of simple cubic WO3: the extra
electrons from Na fill the conduction bands of the simple
cubic lattice85 without modifying its original band structure.
We note that even though simple cubic WO3 has a smaller
band gap than that of the γ phase, since the energy of the Fermi
level increases with increasing electron concentration from Na,
and the Coulomb repulsion increases within the filled states,
the onset of inter band transitions shifts to higher energies as
sodium is added to the system.84 This results in a similar O
2p-W 5d gap in γ -WO3 and in Na0.65WO3. Therefore, in order

0 5 10 15 20 25 30 35
Energy [eV]

Im
ε M

BSE
EXP

FIG. 4. (Color online) Absorption spectrum (ImεM ) of WO3

computed by solving the Bethe-Salpeter equation (BSE) and that
of Na0.65WO3 obtained by reflectivity experiments35(EXP). A
Lorentzian broadening of 0.04 Ry was added to the computed curve.
The low-energy rise of the experimental spectra is due to extra
electrons from Na filling the bottom of the conduction band (see
text).
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FIG. 5. (Color online) Absorption spectrum (ImεM ) of WO3

computed at different levels of theory: by solving the Bethe-Salpeter
equation (BSE), using the random phase approximation (RPA) with
quasiparticle (QP) G0W0 gap, and the RPA with LDA band gaps.
A Lorentzian broadening of 0.027 Ry was added to the computed
curves.

to compare with experiment, the computed BSE absorption
spectrum of simple cubic WO3 was shifted to the blue by the
difference of the simple cubic WO3 and γ -WO3 band gaps,
both obtained at the G0W0 level. The overall shape of the
computed spectrum (see Fig. 4) is in very good agreement
with experiment.

To understand the influence of many body effects on the
computed spectrum, we compared calculations at the BSE
and random phase approximation (RPA) level of theory (see
Fig. 5). The RPA spectrum (including local field effects) using
the LDA band gap presents two characteristic features: the
band edge is red shifted due to the underestimate of the
electronic gap by LDA, and the first peak has smaller intensity
compared with the BSE spectrum, due to the lack of excitonic
effects; as expected the RPA spectrum computed using the
GW quasiparticle gap is shifted to higher energy, compared
to that with the LDA gap. The BSE spectrum, which includes
both quasiparticle corrections and excitonic effects is at lower
energies, and the excitonic effects lead to an enhancement of
the oscillator strength of the first peak, which compares well
with experiment.

As mentioned in Introduction, for solar applications, it is
desirable to lower the absorption gap of γ -WO3 towards the
visible range, and it was recently suggested that insertion
of closed shell molecules in the oxide lattice may lead to
a gap decrease. In particular, Refs. 9 and 10 showed that
γ -WO3 intercalated with nitrogen molecules (N2@WO3) has
a substantially smaller band gap than pure WO3 (by about
0.8 eV), without exhibiting charged defects. Therefore we
also examined the modifications of the absorption spectrum
of the oxide upon insertion of N2, although for compu-
tational convenience we considered a concentration higher
than in experiments. (We carried out calculations of N2 in
SC WO3, with a di-nitrogen concentration of 1N2:1WO3.
The latter is higher than reported experimentally9 and was
chosen for computational convenience, and because we were
interested in probing a qualitative effect of N2 intercalation
in WO3.) The computed GW -BSE spectrum of N2@WO3 in
Fig. 6 shows two main features: the absorption edge is red
shifted compared with that of pure WO3, consistent with the

2 4 6 8 10 12
Energy [eV]

Im
ε M

(ω
)

Pure WO
3

WO
3
:N

2

FIG. 6. (Color online) Absorption spectrum of WO3 and dinitro-
gen intercalated WO3. A Lorentzian broadening of 0.027 Ry was
added to the computed curves.

experimental observation; the oscillator strength of the first
two peaks is redistributed to higher energy. This indicates
that the N2 presence increases the screening of the electron
hole interaction and hence it decreases the exciton binding
between electron and hole pairs. Indeed, we found that the
lowest exciton binding energy decreased by 0.05 eV upon N2

intercalation. The redistribution of the oscillator strength to
higher energy is not desirable for solar applications; however,
the presence of N2 is mostly beneficial as the light absorption
within the visible spectrum is enhanced by the presence of the
molecule.

V. CONCLUSIONS

In summary, we showed that several effects need to be
taken into account in order to correctly predict the optical gap
of WO3, including spin-orbit and electron-phonon interaction,
and exciton binding. Many-body perturbation theory at the
BSE level, with fundamental gaps computed within the G0W0

approximation, yielded good agreement with measured spectra
over a wide energy range, and correctly accounted for the red
shift observed experimentally upon N2 intercalation. We inter-
preted the difference between computed quasiparticle gaps and
photoemission data (0.3–0.4 eV) as originating, at least in part,
from the difference between measured surface gaps and com-
puted bulk values. We also found minor differences (∼0.05 eV)
between indirect and direct minimum gap of WO3, which may
explain why different experiments16–18 appeared to disagree
on the character of the lowest gap of WO3. We believe that the
detailed comparison between theory and experiments reported
here for WO3 will serve as a guide to carry out similar compar-
isons for other materials of interest for solar energy conversion.
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APPENDIX A: COMPUTATIONAL DETAILS OF �SCF
CALCULATIONS

We computed the band gap of WO3 using the �SCF
method proposed in Ref. 47 as Eg = [E(N0 + n) + E(N0 −
n) − 2E(N0)]/n, where N0 is the number of valence electrons
in the unit cell and n = N0/N

∗, where N∗ is the number of
electrons assumed to belong to the exchange and correlation
(XC) hole; N∗ was parameterized for hundreds of compounds
in Ref. 47. For our WO3 calculations (LDA XC functional and
spd valence electrons), N∗ = 63. The band gap was computed
at the room temperature experimental lattice constants. In the
equation defining Eg , E is the total energy of the solid. The
calculations were performed for charged periodic cells with
neutralizing backgrounds. We note that the �SCF method of
Ref. 47 only yields the smallest band gap of the solid and it can
not be used to compute the direct band gap for materials with
indirect fundamental gaps. The results of �SCF calculations
are reported in Tables I and II for simple cubic and γ -WO3,
respectively.

APPENDIX B: COMPUTATIONAL DETAILS OF G0W0

CALCULATIONS

In our G0W0 calculations, we used the plasmon pole
approximation(PPA)86 to represent the frequency dependence
of the dielectric matrix. PP models have proven to be
relatively accurate for some energy bands of semiconductors
and insulators, such as Si, Ge and LiCl.27 However, Ref. 62
found that the use of the Hybertsen-Louie PPA27 leads to an
overestimate of the gap of TiO2 by 0.7–0.9 eV.62 In addition, in
Ref. 87, the Hybertsen-Louie (HL) and von der LindenHorsch
(vdLH) PP models were shown to strongly overestimate the
band gap of ZnO compared with the full frequency integration,
e.g., the contour-deformation (CD) approach.88 Interestingly,
the Godby-Needs (GN)86 PP model gave results close to
the CD approach for ZnO, and the convergence of GW

calculations utilizing this model, with respect to the number
of empty bands, was faster than that of the CD approach.
Therefore we adopted the GN PP model and, for the case of
the simple cubic structure, we compared the results with those
of direct real frequency integration89,90 (RA, see Fig. 7), as
implemented in the YAMBO package.25

At the � point, the difference between G0W0 eigenvalues
obtained with RA and the PPA (GN) was found to be less than
0.1 eV, while the difference between the direct band gap values
is 0.14 eV.

We also tested the convergence of the G0W0 direct band
gap at � with respect to the number of bands included in
the calculation (see Fig. 8), when using the GN model. For
the simple cubic phase, the G0W0 direct gap extrapolated
using the fitted function E(N ) = E0 − b exp(−N/c) is 2.76
eV [see Fig. 8 (top), where in the fit we used 6 points
corresponding to the inclusion of 200 to 700 bands]; the
extrapolated value differs by only 0.05 eV from the one
obtained with 300 bands. For the γ phase, the convergence was
found to be slightly slower than for the simple cubic phase;
we applied two different empirical fitting functions [see Fig. 8
(bottom), where in the fit we used six points corresponding
to the inclusion of 300 to 800 bands]: E(N ) = E0 − b/N

and E(N ) = E0 − b exp(−N/c), which gave extrapolated
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FIG. 7. The difference between G0W0 eigenvalues at � for simple
cubic WO3, obtained using a plasmon pole approximation (EPPA) and
integration along the real axis (ERA).

values of 3.18 and 3.26 eV, respectively. The latter has a
smaller root-mean-square relative error, therefore we retained
this value as the best computed one. It differs by less than
0.05 eV from the band gap computed with 800 bands (3.30 eV).
The numerical parameters entering our G0W0 calculations
are 37.5 Ry (16 Ry) for the size of the dielectric matrix
and screened Coulomb potential of simple cubic (γ ) WO3,
which yielded converged eigenvalues within 0.1 eV compared

FIG. 8. (Color online) G0W0 direct band gap at � as a function of
the number of bands (Nbands) included in the calculation, for simple
cubic WO3 (top) and γ -WO3 (bottom). Spheres and stars represent
the calculated G0W0 gaps using the PPA86 for simple cubic and γ -
WO3, respectively. The results are fitted using two different functional
forms described in the text, and displayed as red [E(N ) = E0 −
b exp(−N/c)] solid line and blue dotted line [E(N ) = E0 − b/N ].
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TABLE V. Valence band maximum (VBM), conduction band minimum (CBM), and fundamental gap computed
using DFT/LDA and G0W0 methods for γ -WO3 at different k points.

� B Z D Y A C E

VBM
LDA 0 −0.21 −0.024 −0.36 −0.14 −0.33 −0.48 −0.47
G0W0 0.29 0.025 0.26 −0.11 0.094 −0.12 −0.25 −0.24

CBM
LDA 1.81 2.65 1.84 3.11 2.16 3.53 3.08 3.75
G0W0 3.59 4.49 3.62 4.98 3.98 5.42 4.93 5.67

Gap
LDA 1.81 2.92 1.87 3.47 2.30 3.86 3.57 4.22
G0W0 3.30 4.46 3.36 5.09 3.88 5.54 5.18 5.91

to 60 Ry energy cutoff for the dielectric matrix; we used
6 × 6 × 6 (3 × 3 × 3) kpts sampling for simple cubic (γ ) WO3

and 120 Ry for the ground-state wave functions.
We also computed G0W0 eigenvalues for band edges at

different k points (Table V).
The smallest LDA and G0W0 band gaps are direct at �

(see Table V), although the VBM and CBM at Z (0,0,1) are

very close (within 0.05 eV) to respective eigenvalues at � (see
Table V). In fact, the lowest conduction state is between � to
Z with a G0W0 eigenvalue of 3.58 eV, which indicates that
the difference between direct and indirect gaps is negligible in
γ -WO3. As shown in Table V, the G0W0 correction to the LDA
gap is nearly the same at different k points, with variations less
than 0.2 eV.
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