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Deep electron traps and origin of p-type conductivity in the earth-abundant solar-cell
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Using hybrid functional calculation, we identify the key intrinsic defects in Cu,ZnSnS4 (CZTS), an important
earth-abundant solar-cell material. The Sn-on-Zn antisite and the defect complex having three Cu atoms occupying
a Sn vacancy are found to be the main deep electron traps. This result explains the optimal growth condition for
CZTS, which is Cu poor and Zn rich, as found in several recent experiments. We show that, under the growth
condition that minimizes the deep traps, Cu vacancy could contribute the majority of hole carriers, while the
Cu-on-Zn antisite will become the dominant acceptor if the growth condition favors its formation.
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I. INTRODUCTION

CuyZnSnS, (CZTS) is a semiconductor for making low-
cost thin-film solar cells.'~'? It has the potential to overcome
the limitations of other well-known thin-film solar-cell mate-
rials, such as Culn, Ga;_,Se; (CIGS), in production capacity.
Because the expensive group-III elements in CIGS are replaced
with the group-IIB element Zn and the group-IV element Sn,
all the constituent elements in CZTS are earth-abundant and
nontoxic. In addition, CZTS has a direct band gap of about
1.5 eV,"* which is ideal for solar-cell applications. Recently,
CZTS has become a celebrated solar-cell material due to
remarkable breakthroughs on the power conversion efficiency
(PCE), which has reached 8.4% for solar cells based solely
on CZTS and 11% for those incorporating selenium.'>'* To
further improve the performance of CZTS-based solar cells,
it is critically important to develop systematic understandings
on the properties of this material, particularly its defect prop-
erties, such as the intrinsic shallow and deep defects, which
determine the level of self-doping and the rate of nonradiative
recombination of photo-excited carriers, respectively.

Given the large number of possible defects in a quaternary
compound, direct identification of the important defects in
CZTS by experiment is difficult. One may consider borrowing
the understandings on the structurally similar I-III-VI, solar-
cell materials, such as CulnSe, (CIS), which have been ex-
tensively studied. For CIS, the native p-type conductivity was
attributed to Cu vacancies (V) and the high PCE achieved by
using low-quality thin films was explained based on the finding
that the low-formation-energy defects were electrically benign
without forming deep levels in the band gap.'> However, it is
not clear to what extent such understandings on CIS still hold
true for CZTS. For example, recent first-principles studies have
suggested that the native p-type conductivity of CZTS is due
to the Cu-on-Zn antisites (Cug,).'®!” Moreover, a number of
low-formation-energy defects in CZTS were found to exhibit
deep levels in the band gap'® that could be detrimental to the
solar-cell performance.

The previous theoretical results point to several funda-
mental issues, which are critical for planning the strategy of
further improving the PCE of CZTS-based solar cells. First,
in the first-principles calculations the Cuy, antisite always
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had negative formation energy, indicating that CZTS is a
metastable material. Second, there is a lack of microscopic
understanding why the Cu-poor and Zn-rich condition, which
was found to be the optimal condition for growing CZTS,
is necessary.!* If Cuz, were responsible for the p-type self-
doping, such a condition would be unfavorable because it
suppresses the formation of Cuy, and therefore reduces the
conductivity. Third, the origin of the native p-type conductivity
is still under debate. For example, Cu vacancies (V) are still
conjectured by some researchers to be the dominant acceptors
in CZTS (Ref. 18) because of the Cu-poor growth condition.

In this paper, we study the intrinsic defects in CZTS
based on hybrid functional calculations, which improve the
description on thermodynamic and electronic properties of
semiconductors. First, we show that CZTS is a thermodynamic
stable material and no defects in our calculation have negative
formation energy. Furthermore, we identify the Sny, antisite
and the defect complex (Cus)s, as the major deep traps of
minority carriers in CZTS (i.e., electrons). With this result, the
optimal growth condition found in experiment can be clearly
understood; i.e., the Cu-poor and Zn-rich conditions are to sup-
press the (Cus)s, and Snz, defects, respectively, in the growth.
Except these two defects, no other defects can play a significant
role as recombination centers. In particular, sulfur vacancy Vs,
a low-formation-energy defect, does not exhibit any transition
levels inside the band gap and therefore is electrically benign.
We found that this counterintuitive behavior of Vg is because
of rehybridization of the Sn atom next to Vs. Last, we show
that depending on the growth condition either Cugz, or V¢, may
contribute the majority of hole carriers. Particularly, under the
growth condition that minimizes the deep electron traps, V¢,
dominates the hole carriers over Cug,.

II. METHOD

Our hybrid functional calculations were carried out us-
ing the VASP package.'” We employed the Heyd-Scuseria-
Ernzerhof (HSE06) functional,®®?' which mixes 25% of
screened Hartree-Fock exchange to the Perdew-Burke-
Ernzerhof (PBE) exchange functional.’?> The screening
parameter was set to 0.2 A~!'. Projector augmented-wave
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potentials?®?* were used to describe the core electrons. The

cutoff energy for the plane-wave basis was set to 272 eV.
This setup yields a band gap of 1.49 eV for CZTS in
good agreement with the experimental value, 1.49-1.51 eV."#
The supercell approach was used to model the defects. The
supercell size and the corresponding k-point sampling will be
described later. The atomic structures were optimized until
the Hellman-Feynman forces on all atoms were smaller than
0.05 eV /A. For complex defects, such as Cu clusters, we used
the simulated annealing method® with the PBE calculation to
obtain an initial structure.

2;Fhe formation energy of a defect « of charge ¢ is defined
as

AH{ (@) = E(er.q) — E(host) + ) ni(Ei + i)

1

~+ g(evm + €R), (1)

where E(a,q) is the total energy of the supercell containing
a defect o carrying a charge g, E(host) is the total energy
of a defect-free supercell of the host, er is the Fermi energy
measured from the valence-band maximum (VBM) denoted by
€yBM, Ui 1S the chemical potential measured with respect to the
total energy per atom in the stable phase of element i denoted
by E;, and n; is the number of atom i being exchanged during
defect formation between the host and the atomic reservoir
of energy E; + u;. For example, ng = 1 for the creation of a
sulfur vacancy. The key to using Eq. (1) is to determine the
range of the variables eg and p;. The Fermi energy eg typically
varies between the VBM and conduction-band minimum.
However, the determination of the allowed region for u; can be
complicated by the existence of a handful of secondary phases.

III. RESULTS AND DISCUSSION

We consider that the defects are in equilibrium with CZTS,
which means

2pucy + Mzn + sn +4us
= Ecu,znsns, — 2Ecy + Ezq + Esp +4Es),  (2)

where Ecy,znsns, 1S the total energy per formula of CZTS. This
condition leaves us with three independent variables. Here,
we use [lcys Uzn, and sy, which span a three-dimensional
chemical-potential space. In addition to Eq. (2), to avoid the
formation of secondary phases, it also needs to be satisfied that
the sum of the chemical potentials of the constituent elements
of a secondary phase is smaller than the formation energy
of that phase.!>!¢ Figure 1(a) shows the polyhedron, within
which CZTS is thermodynamically stable. To obtain Fig. 1(a),
we used the formation energies of secondary phases calculated
using the HSEQ6 functional, as shown in Table I. In general,
the formation energy obtained from HSEQ6 is larger and in
better agreement with experiment than that from PBE (see
Table I). One exception is SnS, for which HSEQ6 gives a
slightly smaller formation energy than PBE.

In Fig. 1(a), the stable region of CZTS is bounded by the
respective stable regions of the elemental phases, as well as
the secondary compound phases. The region is in a thin-blade
shape with a thickness of 0.15 eV only. It shares most of its
boundaries with the Cu,SnS;3 phase on the left (Zn poor) and
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FIG. 1. (Color online) (a) Calculated stable region of CZTS in the
chemical potential space spanned by ptcy, 4zn, and ps,. Color-coded
border planes indicate secondary phases that restrict the stable CZTS
phase. For clarity, major secondary phases, Cu,SnS; (to the left of
the polyhedron) and ZnS (to the right of the polyhedron) are not
colored. (b) A simplified view of the polyhedron in (a). Because the
polyhedron has a thin-blade shape, one may approximate it by the
interface with the ZnS phase, thereby reducing the three-dimensional
polyhedron to a two-dimensional polygon.

the ZnS phase on the right (Zn rich). This result suggests that
Cu,SnS3 and ZnS are easier to form than other secondary
phases in the process of growing CZTS due to nonuniform
control of chemical potentials. By viewing along the direction
perpendicular to the blade, as shown in Fig. 1(b), the shape of
the stable region of CZTS can be seen more clearly.

After establishing the stable region of CZTS in the
chemical-potential space, we proceed to study the intrinsic
defects in this material based on Eq. (1). To facilitate our
discussion, we have labeled five points in Fig. 1, A-E, to
represent the change in chemical potentials. Table II lists the
chemical-potential values at these points. We first calculated
the defect formation energies of neutral defects. In these
calculations, we used a 64-atom supercell and two k points,
I' and (%, %, %), for the Brillouin-zone integration. For four
defects, namely, Cuzy,, Vcy, Zncy, and Snz,, we compared the
results with those obtained using a larger 192-atom supercell.
The comparison suggested that the results from the 64-atom
supercell were converged to within 0.1 eV.

Figure 2 shows the formation energies calculated at points
A-E. We studied in total 21 defects. For clarity, however,

TABLE I. Formation energy (in eV per formula) of secondary
phases of CZTS calculated using PBE and HSEO6 functionals: fcc
Cu, hep Zn, gray Sn, and Sg molecules are used as the reference states.
Available experimental results (Ref. 27) are listed for comparison.

PBE HSE06 Exp.
CuS —0.41 —0.51 —0.55
Cu,S —0.41 —0.86 —0.82
ZnS ~1.63 —1.94 —2.14
SnS —-0.92 —0.87 —1.04
SnS, ~1.16 ~1.29 —1.45
Cu,SnS; —2.04 —2.61 -
Cu3SnS, —2.76 —3.05 -
Cu,SnS, —2.28 —3.39 -
CZTS 373 —4.69 -
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TABLE II. Chemical-potential values at the representative points
labeled in Fig. 1 in units of eV.

Mcu MUzn Msn
A 0 —1.02 0
B —0.52 —1.52 —0.45
C —0.73 —1.94 —1.29
D —0.51 —1.94 —1.73
E —0.35 —1.78 —1.57

only the defects that have formation energy lower than about
1.5 eV are shown. In Fig. 2, we see no negative formation
energy, which is different from the results obtained using
semilocal functionals in previous studies. Considering the
fact that CZTS has been routinely synthesized at ambient
condition, we believe that CZTS is a thermodynamically stable
material, as also evidenced from our results. To understand
why semilocal functionals might be inadequate for defect
study, in Fig. 3 we compare the stable regions of CZTS as
obtained from the HSE06 and PBE functionals. A different
perspective from Fig. 1 has been used here. In both cases, the
shaded area is where the Cu3SnS4 phase is more stable than
CZTS. While this secondary phase has no effect on CZTS in
the HSEO6 result, it completely eliminates the stable region of
CZTS in the PBE result. This explains why the Cuy, antisite
always has negative formation energy in the PBE calculation.

In addition to the defects studied previously, we found
that Cu atoms can form small clusters at a Zn or Sn vacancy
site. The split interstitial, (Cuy)z,, can have formation energy
as low as 0.6 eV. In fact, the compound CusSnS4 by itself
is a stable compound,”® which is a semiconductor having a
band gap of 0.82 eV at the I" point according to our HSE06
calculation. Interestingly, we found that a Sn vacancy site can
accommodate up to four Cu atoms, while the formation energy
can be as low as 1.15 eV. Similar Cu clusters were proposed to
exist in other semiconductor materials, such as silicon.2%-3
Because (Cup)z, and (Cuy)s, are both fully compensated
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FIG. 2. (Color online) Calculated formation energy of intrinsic
defects in CZTS as a function of chemical potentials at points A—E
labeled in Fig. 1.
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FIG. 3. (Color online) Comparison of the stable region of CZTS
in the chemical potential space calculated from the hybrid HSE06
and semilocal PBE functionals. In the HSEQ6 result shown in (a),
the stable Cu;SnS, phase (shaded region) has no effect on the stable
region of CZTS. In contrast, in the PBE result shown in (b), the stable
Cu3SnS, phase completely eliminates the CZTS region.

defects, they have no effect on the carrier concentration and
recombination. Similarly, the low-formation-energy defect
pairs, such as Cugz, + Zngy, are also fully compensated. We
will not discuss these defects further.

After a prescreening of the defects, we identify that the
electrically active defects that have low formation energy in
CZTS are Cuy,, Zncy, Zng,, Snz,, (Cu,,)s, withm = 1-3, Vi,
Vs, and Cu;. Here, we consider defects with A Hy lower than
about 1.5 eV so that they can be incorporated in a significant
amount during growth.>! We calculated the transition levels
for these low-formation-energy defects. The defect transition
level, e(q/q’), for a charge state transition from ¢ to ¢’, was
defined as the Fermi energy er in Eq. (1), at which AH! =

Aqu,. Note that e(g/q’) does not depend on the chemical
potentials. For the calculations where g # 0, one needs to
correct the interaction of the charge g with its periodic images.
The leading term of this interaction always lowers the total
energy of the system. As a result, after correcting this error, the
total energy of a charged state becomes higher, which means a
deeper defect transition level because the neutral charge state
is not affected by this problem. In our calculation, we first
used the 64-atom supercell to calculate the defect transition
levels. For three defects (Cugz,, Vcu, and Zngy), to further
check the accuracy of our calculation, we used a 192-atom
supercell and the I" point representing the Brillouin zone. The
above-mentioned error was corrected by an extrapolation from
the results using 192-, 512-, and 1728-atom supercells and
the PBE functional. The corrections were then applied to the
HSEQ6 results obtained using the 192-atom supercell. It is
worth noting that, compared with the results by extrapolation
to an infinitely large supercell, the error in calculated transition
levels even using a 64-atom supercell is smaller than 70 meV.

The calculated defect transition levels are shown in Fig. 4.
Based on these results, we conclude that only (Cus)s, and
Snz, can be effective electron traps in CZTS. Other defects
have either only shallow levels, so that the captured electrons
can be easily thermoexcited back to the conduction band, or
only negatively charged deep levels, which repel electrons.
According to previous semilocal functional calculations, Vg
has a (0/2 4 ) transition level in the middle of the band gap
and therefore could be a major electron trap in CZTS. However,
our result shows that Vs does not have any defect transition
levels inside the band gap, indicating that it is an electrically
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FIG. 4. (Color online) Calculated defect transition levels in CZTS
using the HSEO6 functional. The deep electron traps are marked in
red, while the important acceptors are marked in blue. Note that Vg
does not introduce any transition levels in the band gap.

benign defect. Our analysis shows that the Sn atom next to the
vacancy site undergoes a transition of valence state from 4 +
to 2+, which is accompanied by a significant displacement
of the Sn atom towards the vacancy site. This valence state
change of the Sn atom is equivalent to a double acceptor,
which fully compensates the Vs double donor. We note that this
rehybridization process can also be described by the semilocal
functionals. But the uncertainty introduced by correcting the
band-gap error in such calculations could give rise to the defect
transition level in the band gap.

Our identification of deep traps in CZTS is consistent with
the optimal growth conditions of CZTS for high-PCE solar
cells,'® which are the following: (1) the chemical composition
ratio of Cu and Sn, [Cu]/[Sn], in the precursor is about 1.7-1.8,
i.e., a Cu-poor condition compared with the stoichiometric
ratio of 2; (2) the Zn to Sn ratio [Zn]/[Sn] is about 1.2—1.3,
i.e., a Zn-rich condition compared with the stoichiometric
ratio of 1. According to our results, such conditions can
be clearly understood, where condition 1 corresponds to the
suppression of the (Cus)s, defects and condition 2 corresponds
to the suppression of the Snz, defects. We note that the
nonstoichiometric precursor used in the experiments inevitably
leads to the formation of secondary phases. As a result,
the CZTS domains in actual samples are not significantly
off-stoichiometric as in the precursor. It has been reported that
a significant amount of the ZnS phase in CZTS could degrade
the solar-cell performance.*> Another major secondary phase
Cu,SnS; in the orthorhombic Imm?2 structure®® has a band
gap of 0.66 eV from our HSEQ6 calculation, which may limit
the open-circuit voltage in a CZTS-based solar cell. Therefore,
fine tuning of the growth condition to reach a best compromise
between the minimization of deep traps and secondary phases
is necessary for further improving the PCE.

Finally, we estimate the hole concentration in CZTS based
on our calculated formation energies and transition levels.
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As can be seen from Fig. 2, (Cus)s, and Snz, have the
lowest formation energy in the regions from point D to E
and A to B, respectively. To avoid these deep traps, the
preferred growth condition would be at point C, where both
defects have relatively high formation energy. The calculated
formation energies for Cuyz, and V¢, at point C are 0.43
and 0.75 eV, respectively. We consider that the defects are
incorporated at the growth temperature (540 °C) and then
frozen in the material. Using the calculated transition level
£(0/—), which is 217 meV for Cuz, and 66 meV for V¢,
we obtained the hole concentration of 4 x 10> cm™3 due
to Cuz, and 3 x 10'® cm™> due to Vg,. So, even though
the concentration of Cugz, (2 x 10! cm™3) in CZTS is much
higher than that of Vg, (4 x 10'7 cm™3), the majority of the
hole carriers could still be contributed by V(, because of the
much shallower transition level of V,. On the other hand, if
the growth condition favors the formation of Cug,, the roles
of these two acceptors will switch. For example, at point
D, Cuy, contributes 8 x 10! cm~3, while V, contributes
only 2 x 10'3 cm~2 hole carriers. Even though the estimated
concentrations could vary by up to one order of magnitude
due to the uncertainties in our calculation, we found that our
estimated hole concentrations at both points C and D are
consistent with reported experimental values, which usually
fall in the range from 10'® to 10'7 cm =3 +13.18

IV. CONCLUSIONS

In summary, our hybrid functional calculations reveal the
key intrinsic defects in CZTS. The Snyz, antisite and the defect
complex (Cujz)s, are found to be the main deep electron
traps. Our results provide a microscopic understanding on
the optimal growth condition of CZTS. Under the optimal
growth condition, V¢, could contribute the majority of the
hole carriers, even though its concentration is much lower
than another acceptor Cug,. In addition, no defects in our
calculations show negative formation energy, indicating that
CZTS is a thermodynamically stable material.
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