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Irreversible magnetization switching using surface acoustic waves
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An analytical and numerical approach is developed to pinpoint the optimal experimental conditions to
irreversibly switch magnetization using surface acoustic waves (SAWs). The layers are magnetized perpendicular
to the plane and two switching mechanisms are considered. In precessional switching, a small in-plane field
initially tilts the magnetization and the passage of the SAW modifies the magnetic anisotropy parameters through
inverse magnetostriction. The SAW triggers precession and, eventually, reversal. Using the micromagnetic
parameters of a fully characterized layer of the magnetic semiconductor (Ga,Mn)(As,P), we show that there is a
large window of accessible experimental conditions (SAW amplitude/wave-vector, field amplitude/orientation)
allowing irreversible switching. As this is a resonant process, the influence of the detuning of the SAW frequency
to the magnetic system’s eigenfrequency is also explored. Finally, another—nonresonant—switching mechanism
is briefly contemplated and found to be applicable to (Ga,Mn)(As,P): SAW-assisted domain nucleation. In this
case, a small perpendicular field is applied opposite the initial magnetization and the passage of the SAW lowers
the domain nucleation barrier.
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I. INTRODUCTION

In a large number of ferromagnets, the coupling between
strain and magnetization originates from the spin-orbit inter-
action. This coupling was shown early on to be maximum
when elastic and magnetic resonance (precession) frequencies
match.1 This effect has been revisited in the light of spintronics
applications in the past few years with compelling dynamic
experiments in both magnetic semiconductors2,3 and metals.4

A first approach relies on the generation of picosecond acoustic
pulses (longitudinal or transverse phonons). When coupled
to the layer’s magnons, magnetization precession may be
triggered,3 but it remains a fairly inefficient mechanism as the
strain spectrum peaks quite high (20–30 GHz5), well above
typical precession frequencies (0.5–10 GHz). Switching of
a perpendicularly magnetized (Ga,Mn)(As,P) structure has
recently been demonstrated using this technique,6 but the
effect was shown to originate from incoherent phonons (heat
waves) and not from a magnetostrictive effect due to the
high-frequency coherent phonons. Another route consists in
generating strain through lower-frequency (<2 GHz) surface
acoustic waves (SAWs). On in-plane magnetized systems,
SAWs have been used to drive ferromagnetic resonance in
thin Ni films,4 or periodically switch magnetization between
hard and easy axes in Co bars sputtered on GaAs.7 Recent
theoretical work has focused on the switching of in-plane ter-
fenol nanomagnets subjected to stress,8,9 but no experimental
or theoretical work has been published on perpendicularly
magnetized systems. These materials are, for instance, partic-
ularly relevant to high-density magnetic information storage
technologies. We believe SAWs offer two main advantages
for magnetization reversal compared to picosecond acoustics:
their frequencies easily match precession frequencies, and
the generated acoustic wave has a narrow bandwidth (a few
megahertz), as opposed to the broadband spectrum in the
former technique.

In this work, we address theoretically the irreversible mag-
netization reversal in perpendicularly magnetized layers using
surface acoustic waves. We consider a realistic test system
consisting of a thin (Ga,Mn)(As,P) layer—a magnetostrictive
dilute magnetic semiconductor. Two possible mechanisms are
considered, both relying on the transient modification of the
magnetic anisotropy by the SAW. In precessional switching,
the magnetization is pulled away from equilibrium by an
in-plane field, and the SAW triggers a large angle precession
of the magnetization, which may end up in a full reversal. In
SAW-assisted domain nucleation, a small perpendicular field
is applied opposite the initial magnetization, and the SAW is
used to locally lower the domain wall (DW) energy, and thus
initiate domain nucleation, leading to a full reversal.

II. DESCRIPTION OF THE SYSTEM

A. Generation of SAWs

SAWs are excited and detected by interdigital transducers
(IDTs) on a piezoelectric layer10,11 deposited on a magnetic
thin film [see Fig. 1(a)]. We will for now limit ourselves to the
case of a Rayleigh wave propagating along the [100] axis of
a cubic crystal. The case of a wave propagating along [110]
will be discussed in Sec. IV B. The only finite propagating
strain wave components are then εxx(x,z,t), εzz(x,z,t), and
εxz(x,z,t) [details in Appendix B, the axes defined in Fig. 1(a)].
Their wavelength is given directly by the IDT period �R ≈ 3–
5 μm for f = 0.5–1 GHz, and their dispersion-free velocity
by the elastic constants of the material, VR = 2711 m s−1,
with �R=VR/f . Their contribution, as a function of depth
is plotted in Fig. 1(b). Two hypotheses may then be made
if the magnetic layer is taken much thinner (<50 nm) than
�R: (i) the εxz component can be neglected, as its amplitude
remains weak close to the surface, and (ii) the strain field can
be considered constant along z. We will therefore take z = 0
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FIG. 1. (Color online) (a) Setup geometry for a SAW propagating
along [100] and coordinates. (b) Depth dependence of the amplitude
of the Rayleigh wave components (f = 1 GHz) plotted using
Appendix B equations.

in the expressions of εzz, εxx , and εxz = 0. Finally, the RF
power passing through the combs is small enough (10 mW) to
neglect any resulting heating of the sample.

B. Magnetic system

The time-dependent dynamics of the magnetization are
described by the Landau-Lifshitz-Gilbert (LLG) equation:

∂ �M
∂t

= −γ �M × μ0 �Heff + α

Ms

�M × ∂ �M
∂t

, (1)

μ0 �Heff = −�∇MF ( �M), (2)

where �M[θ (x,t),φ(x,t)] is the magnetization expressed in
polar coordinates with Ms its norm (taken to be constant),
γ > 0 is the gyromagnetic ratio and α is the damping constant.
�Heff is the effective field, i.e., the sum of a magnetocrystalline

anisotropy term, a shape anisotropy term, and finally the
Zeeman contribution from the externally applied field. In this
work (except in Sec. V), the exchange energy contribution will
be neglected and we will effectively be looking at the behavior
of a single macrospin.

Following Linnik et. al,12 a normalized free energy density
FM = F/Ms is defined, where F is a very general form of the
free energy density of a cubic ferromagnetic layer distorted by
strain:

FM (θ,φ)

= (A2ε − 2A4ε)ε(x,t) cos2 θ + (Bc + 2A4εε(x,t)) cos4 θ

+ 1

4
sin4 θ (Bc − A4εε(x,t))(3 + cos 4φ)

+ μ0Ms

2
cos2 θ + 1

2
A2xyεxy sin2 θ sin 2φ

− [sin θ (μ0Hx cos φ + μ0Hy sin φ) + μ0Hz cos θ ]. (3)

�Hext = (Hx,Hy,Hz) is the externally applied field and
θ (x,t),φ(x,t) is abbreviated into θ ,φ. Bc is the cubic anisotropy
field, and A4ε, A2ε, A2xy are the magnetoelastic coefficients.
The dependence of the magnetic anisotropy on strain is
given through the terms εxy (static shear strain, details in
Appendix A), and ε(x,t) = 	ε0 + δε(x,t). δε(x,t) =
δεzz(x,t) − δεxx(x,t) is the strain generated by the SAW.
The Rayleigh wave propagating in a cubic material along
�q‖[100] has been calculated analytically, and found to slightly
differ from the one used for isotropic materials (details in
Appendix B). The resultant strain difference is given by13

δε(x,t) = εmax cos(ωt − qx), (4)

where εmax is the SAW amplitude,13 and q its wave vector,
with q = ω/VR . 	ε0 = εzz,0 − εxx,0 is the difference between
the static out-of-plane and in-plane strain components, related
by the elastic modules C11, C12 of GaAs14 through εzz,0 =
−2C12

C11
εxx,0.

III. ANALYTICAL SOLUTION: SMALL ANGLE
PRECESSION

A. Principles of precessional switching

In so-called precessional switching, the perpendicular
magnetization �M is first tilted towards the layer by an in-plane
magnetic field, which remains applied during the whole
duration of the experiment. A short perturbation (e.g., an
optical,15,16 acoustic,3 or ultra-fast magnetic17 or electric18

field pulse) then modifies the micromagnetic parameters
enough to change the effective field seen by the magnetization,
resulting in its precession. If the precession amplitude is
sufficiently large, the magnetization can switch to another
potential valley, where it will remain if the perturbation
lasts an odd multiple of half the precession period,17 or if
damping eventually prevents �M from oscillating between the
two minima (“ringing” phenomenon). This mechanism has,for
instance,been suggested for microwave assisted switching at
a head field significantly below the medium coercivity19 or
for subnanosecond spin torque switching in magnetic tunnel
junctions.20

The arrival of the SAW on the magnetic layer leads to a
modification of the magneto-strictive anisotropy terms, and
thereby of the effective field �Heff . The time response of the
magnetization is assumed short (around 100 ps) on the SAW’s
time scale, as evidenced by recent pump-probe experiments.2

Equation (1) then shows that this triggers magnetization
precession as long as the torque �M × μ0 �Heff remains
nonzero and the damping has not aligned �M back along
the effective field. Two computational approaches were then
followed. Firstly, the conditions leading to magnetization
precession were established by assuming small changes
in magnetization direction, δθ , δφ, in order to solve this
equation analytically. Secondly, in view of establishing the
experimental conditions leading to irreversible precessional
switching of a (Ga,Mn)(As,P) layer, the LLG equation was
solved numerically, and a switching diagram established. In
this work, perpendicularly magnetized layers were considered.
This is often a problematic configuration, since the energy
barriers are high for a full π reversal of the magnetization.
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B. General solution

In this first approach, perturbations are small, leading to
small changes in the magnetization direction around its equi-
librium position �M0[θ0,φ0]. Provided the magnetic anisotropy
and in-plane applied fields are such that θ0 �= 0, Eq. (1) can be
linearized into

−δ̇θ = γ

sin θ0
(Fφφδφ + Fφθδθ + Fφεδε) + α ˙δφ sin θ0, (5)

˙δφ = γ

sin θ0
(Fθθδθ + Fθφδφ + Fθεδε) + α

sin θ0
δ̇θ . (6)

The terms Fij stand for ∂FM

∂i∂j
, and the dot denotes the time

derivative. In the following, the magnetization precession
amplitude δθ (x,t) will be calculated in x = 0, but can easily
be obtained at any distance x from the comb by computing
δθ (t − x/VR). When θ0 is strictly zero, no precession can be
observed, but SAW-induced domain nucleation may occur (see
Sec. V).

The eigenfrequency of the system in the absence of acoustic
wave is first determined by assuming harmonic solutions for
the angle deviations: δθ = δθ0e

i
P t , δφ = δφ0e
i
P t . Express-

ing the determinant of the corresponding coupled equations
system (5) and (6) then yields the complex precession
frequency 
P of the magnetization in the presence of a finite
damping term where we define 
P = ωP +iχ :

ωP = 1√
1 + α2

√
ω2

0 − α2γ 2H 2
α

4(1 + α2)
, (7)

χ = αγHα

2(1 + α2)
, (8)

ω0 = γ

sin θ0

√
FθθFφφ − F 2

θφ. (9)

We have further defined an effective field Hα = Fθθ +
Fφφ/ sin2 θ0, and the precession rate ω0 in the absence of
damping. Assuming the SAW arrives at an instant t = 0, the
method of variation of parameters then yields the amplitude
of the magnetization precession δθ (t) as a function of the
exciting SAW frequency ω and amplitude εmax, the precession
frequency ωP and the damping α:

δθ (t) = εmax
θ

(1 + α2)
√(

ω2 − ω2
res

)2 + �4

×
[
f (ω,β) cos(ωt + η) − ω0e

−χt

√
1 + α2

cos(ωP t + ξ )

]
,

(10)

where ξ and η are two phase shifts that depend on ω and
the material’s parameters. f (ω,β), β, and 
θ are defined in
Appendix D. We further define

ω2
res = ω2

P − χ2, (11)

� =
√

2ωP χ. (12)

ωres is the resonance frequency of the system and � is related
to the resonance broadening. This very general expression of
the precession amplitude highlights two physical behaviors.
The first one is that, as expected intuitively, the precession
consists of a forced term oscillating at the excitation frequency
ω, and a damped term at the eigenfrequency of the magnetic

system ωP . The second one is that the excitation frequency
giving the largest amplitude is not exactly ωP , but a slightly
lower value, ωres, which is a modified resonance frequency of
the damped system in the small perturbation regime. Finally, a
broadening term � prevents any divergence of the precession
amplitude at resonance.

The amplitude of the precession is linear in εmax and 
θ ,
which depends nontrivially on the magnetostrictive coeffi-
cients, the damping, and the applied field through the value
of θ0,φ0 (full formula in Appendix D). We will see below
that its expression can, however, be greatly simplified in some
limiting cases.

C. Application to thin (Ga,Mn)(As,P) layers

The dilute magnetic semiconductor (Ga,Mn)(As,P) is a
good test-bench material to investigate fast acoustics-induced
magnetization switching. The carrier-mediated nature of its
ferromagnetic phase results in a strong dependence of the
magnetic anisotropy on the strain state of the layer, through
the heavy- and light-hole band splitting.21 For instance, Glunk
et al.22 have shown that the perpendicular uniaxial anisotropy
term is proportional to both the out-of-plane strain coefficient
εzz and the hole concentration p. Moreover, contrary to metals,
typical precession frequencies of (Ga,Mn)(As,P) can be fairly
low, of the order of the gigahertz in small magnetic fields.5

This range matches the usual SAW frequency range. Finally,
the damping parameter can be rather high in this material (α =
0.1–0.3, see Refs. 23 and 24) compared to metals (α = 0.01
in Ni80Fe20), which will limit ringing effects preventing irre-
versible switching. Whereas in metals, precessional switching
is mainly governed by the precession of the magnetization
around the demagnetizing field, in (Ga,Mn)(As,P) this process
will be driven by the magnetocrystalline anisotropy since its
magnetization at saturation is weak.

While Eq. (3) conveniently highlights the magnetostrictive
terms, the following form of energy is more commonly used25

to determine experimentally the anisotropy coefficients in
(Ga,Mn)(As,P) (details in Appendix A for the correspondence
between both energy forms):

FM (θ,φ)

= −B2⊥ cos2 θ − 1

2
B4⊥ cos4 θ − 1

8
B4‖ sin4 θ (3 + cos 4φ)

−B2‖ sin2 θ sin2

(
φ − π

4

)
+ μ0Ms

2
cos2 θ

− [sin θ (μ0Hx cos φ + μ0Hy sin φ) + μ0Hz cos θ ].

(13)

The magnetic anisotropy is largely dominated by the
uniaxial term B2⊥, followed by the cubic terms B4⊥ and B4‖,
which result from the tetragonal distortion of the lattice as
the magnetic layer grows strained upon its substrate. A linear
dependence of the uniaxial anisotropy on strain has indeed
been found experimentally using various techniques.22,26,27

The in-plane uniaxial term B2‖ is weakest and corresponds
to a minor anisotropy between [110] and [110] axes (details in
Appendix A and Refs. 21 and 28).

To estimate quantitatively the amplitude of the precession,
a sample of relatively weak perpendicular anisotropy is
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chosen in order to have gigahertz or subgigahertz precession
frequencies, adapted to SAWs excited by micrometer-wide
IDTs. An existing 50-nm-thick sample, with a static strain
εzz,0 = −0.05% and xMn ≈ 7% is considered. This small
lattice mismatch, yielding a moderate magnetic anistropy, is
obtained by alloying the (Ga,Mn)As layer with phosphorus
(yP ≈ 4%) as described in Ref. 29. At 95 K, Ms = 9 kAm−1

and ferromagnetic resonance spectroscopy yields: B2⊥ =
19 mT, B4⊥ = 4 mT, B4‖ = 1 mT, and B2‖ = −1.2 mT. The
damping will be taken as α = 0.1, but note that this term has
been shown to vary between 0.001 and 0.3 with magnetic and
electric doping, as well as whether one measures the extrinsic
damping or an intrinsic Gilbert damping.23,24,30

Let us first put some numbers on the relevant frequencies
(fk = ωk/2π ). Under an in-plane magnetic field of 2 mT
(θ0 = 3◦), Eqs. (7)–(9) and (11) yield f0 = 1.017 GHz, fP =
1.007 GHz, and fres = 1.002 GHz. The resonance frequency
decrease due to the inclusion of damping is therefore relatively
small, a mere 1.5%. The broadening is rather average: 90 MHz
(full width at half maximum). Finally, the transient oscillatory
regime occurs on a time scale of 1/χ = 1.6 ns.

In order to isolate the relevant parameters to obtain a large
angle precession at resonance, 
θ and f (ωres,β) may be sim-
plified provided the explicit energy density of (Ga,Mn)(As,P)
[see Eq. (13)] is used and a few hypotheses are made. When the
applied field does not saturate the magnetization into the plane,
tan β ≈ β < 1 (see Appendix D), so we develop f (ωres,β) ≈
ωP + χβ. We verified numerically that this remains acceptable
at saturation. We also use A4ε 
 A2ε,13 α 
 1, and consider
that φ0 closely follows the applied field direction φH , so that
μ0Hx cos φ0 + μ0Hy sin φ0 ≈ μ0Hext. The precession ampli-
tude at resonance can then be simplified into

|δθ |max ≈ εmax

θ,0(ωP + χβ)

�2
, 
θ,0

≈ 4γ 2

ω0
A2ε cos θ0(B4‖ sin3 θ0 cos 4φ0

−B2‖ sin θ0 sin 2φ0 + μ0Hext/2). (14)

In Eq. (14), A2ε is roughly proportional to the uniaxial
anisotropy term B2⊥ (see Appendix A) while the in-plane
anisotropy terms B4‖ and B2‖ are affine functions of A2ε.
One can see that a larger precession amplitude |δθ |max

first requires a large uniaxial anisotropy, and large in-plane
anisotropies B4‖ and B2‖; but this will tend to increase the
precession frequencies high above typical SAW frequencies
for micrometer-sized IDTs. The applied field amplitude and
angle can, however, also be optimized as we show in the
following numerical calculations of |δθ |max at fixed strain
amplitude εmax = 10−5 (see Fig. 2). This value is taken
deliberately small to remain in the small perturbation regime.

At fixed field amplitude μ0Hext = 24 mT (large enough
to ensure φ0 ≈ φH , θ0 = 47◦), the angle of the field is first
varied in the plane [see Fig. 2(a)]. The precession amplitude
is largest in the φH = 0–90◦ range, with a maximum at
φH = 45◦. This results from the competition between the two
in-plane anisotropies terms maximized at φ0 = 0◦ modulo 90◦
(for B4‖ > 0), or at φ0 = 45◦ (for B2‖ < 0). The amplitude
variations are, however, weak, and this is clearly not the
most critical parameter. At fixed field angle φH = 0◦, the

FIG. 2. (Color online) Conditions maximizing the precession am-
plitude at resonance in a perpendicularly magnetized (Ga,Mn)(As,P)
layer for εmax = 10−5 using |δθ |max in Eq. (14) and 
θ,0 in Eq. (22).
(a) At fixed field intensity, variation of the precession amplitude as
a function of the field angle φH . (b) At fixed field angle φH = 0◦,
variation of the precession amplitude as a function of the field μ0Hext

(red symbols) compared to the tilt θ0 (solid black line) before the
arrival of the SAW.

precession amplitude is plotted as a function of the field
intensity (and therefore of the initial tilt θ0) in Fig. 2(b). The
variations observed are this time more pronounced, and |δθ |max

is clearly maximum when the magnetization is most pulled
away from its zero-field orientation. For fields above 30 mT,
the magnetization is saturated in the plane, and the precession
amplitude plummets down to a few 10−4 rad, and gradually
decreases to zero. This sharp transition is linked to a brutal
change in the amplitude and direction of the SAW-induced
effective field variations (δ �Heff) from out-of-plane to mainly
in-plane when cos θ0 = 0 [see Eq. (3)]. It reflects the presence
of a kink in the θ0(Hext) curve at saturation [see Fig. 2(b)].
The precise variation of the precession amplitude with field
intensity and orientation of course depends on the value of
the anisotropy parameters. However, since ωP , β, and � vary
slowly with these parameters, the analytical dependence of

θ,0 with φH and μ0Hext given in Eq. (14) gives a good idea
of the conditions maximizing this amplitude.

Finally, note that we have not taken into account the
influence of the ferromagnetic resonance upon the acoustic
wave propagation. We have indeed assumed the phonon-
magnon coupling in (Ga,Mn)(As,P) sufficiently weak to
neglect in first approximation the absorption of the acoustic
wave upon interaction with the ferromagnetic layer. Please
refer to Ref. 31 for a complete analytical treatment of this
so-called “back-action” effect.

In summary, analytically solving the LLG equation in the
presence of an SAW of given frequency has allowed us to
identify the experimental parameters apt to yield the largest
precession amplitude in a perturbative regime. The magnetic
field should be as large as possible without saturating the layer
and should be applied between [100] and [010] axes.

IV. NUMERICAL SOLUTION: IRREVERSIBLE
PRECESSIONAL SWITCHING

A. Conditions for precessional switching

To explore the conditions for precessional switching, it
is necessary to go beyond the small angle approximation
and solve Eq. (1) numerically. The same sample as above
is considered, with the field applied in the plane of the layer,
along φH = 0◦.
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FIG. 3. (Color online) (a) Temporal profile of ε(x = 0,t) for an rf burst of Tmod = 150 ns at fSAW = 800 MHz, and a rise time τ =
20 ns. Time behavior of the magnetization from numerical simulations for εmax = 2.10−4, α = 0.1, δf/fP = 5%, Tmod = 150 ns and an initial
magnetization pointing towards the upper half, Mz/Ms ≈ 1. The field is applied along [100]. The SAW excitation time is indicated by the red
dashed line. (b) Large angle precession. (c) Sustained switching leading to an irreversible reversal at the end of the SAW excitation. (d) Final
magnetization state as a function of the SAW modulation time Tmod, under μ0Hext = 20 mT (fSAW = 646 MHz, 1/fSAW = 1.55 ns).

Experimentally, SAWs can be excited by rf bursts of
duration Tmod ≈ 150 ns.10 Here, we will only consider what
happens during a single period. The rise time τ of the
signal is given directly by the transit time of the acoustic
wave through the emitting IDT. For about 10 pairs of teeth
working at subgigahertz frequencies, a realistic value is
τ ≈ 20 ns. The time profile of ε(x,t) = 	ε0 + δε(x,t) taking
into account a linear rise and decay time is simulated as
shown in Fig. 3(a). The SAW’s linewidth is roughly given
by 1/Tmod = 7 MHz. Four main parameters can then be
adjusted numerically to explore the different behaviors of
the system: the SAW amplitude, εmax (5 × 10−5–10−3), the
in-plane magnetic field amplitude, which in turn controls the
initial tilt of the magnetization θ0, the detuning of the SAW
frequency to the precession frequency |f −fP |

fP
, and finally, the

damping parameter α. Note that the in-plane magnetic field
remains applied during the whole duration of the simulation.
Of those parameters, the first two can easily be changed during
an experiment. Note that the detuning can equally be defined
with respect to fres, as they are within 1% of each other.

At fixed SAW amplitude and damping, two distinct behav-
iors are observed. Examples are shown in Figs. 3(b) and 3(c),
where the magnetization initially points upwards (Mz/Ms ≈1)
before the application of the field, and the precession frequency
lies around fP ≈ 650–980 MHz for the fields investigated.
At low field (8 mT), such that the initial magnetization is
moderately tilted towards the plane [θ0 = 13◦, Fig. 3(b)] the
magnetization remains pointing up during the excitation, and
precesses at fSAW in a cone that is widest when the SAW
has reached its stationary regime. At the SAW extinction, the
magnetization returns to its initial position. This regime will be
defined as “large angle precession.” Indeed, the amplitude of
this precession is about ten times larger than the one observed
in precession triggered by a picosecond acoustic pulse:2 the
strain pulse amplitude at the precession frequency is weak in
this technique.

At larger applied field (20 mT), the magnetization first
precesses in the upper quadrant at fSAW, fully switches to
Mz/Ms ≈ −1, and then oscillates between up and down
positions at half the excitation frequency [see Fig. 3(c)]. More
exactly, the tip of the magnetization vector makes a compli-
cated figure of eight with downwards and upwards trajectories

crossing close to the layer plane. A fast Fourier transform
also evidences even lower harmonics, corresponding in the
time domain to a slight variation of the precession amplitude.
At the end of Tmod, the SAW amplitude decreases linearly
[see Fig. 3(a)], but the up-and-down switching continues for
a few periods. It then abruptly dwindles down to a small
amplitude precession, evidencing the highly nonlinear aspect
of this mechanism. By adjusting Tmod, the magnetization can
be released in the downwards position provided the SAW
is switched off in the right [n/fSAW,(n + 1)/fSAW] window
[see Fig. 3(d)] typically around 1.5-ns wide in this case.
The optimal value of Tmod for reversal is quite experiment-
dependent though, as it depends on both the decay time of
the SAW (related to the number of teeth in the IDT), and
to the magnetization damping α. This regime will be named
“sustained switching, conditional reversal.” It relies on the
same mechanism as the precessional switching using tailored
ultra-fast magnetic field pulse, which was used in garnets17,32

but the lower precession frequencies make the adjustment of
Tmod less constraining. Plotting the final magnetization state as
a function of the SAW modulation time, Tmod [see Fig. 3(d)]
shows that the transition between final “up” and “down” states
is very abrupt, across less than 1 ps. We also see that the period
converges towards 2TSAW over some time, but that the up/down
cycle time actually varies slightly from one period to the next.
This is due to the same lower frequency component of the
signal, which was mentioned above.

In between those two behaviors is a transition regime (not
shown) where the magnetization undergoes quite a chaotic
behavior, at times switching irreversibly before the end of the
SAW. Finally, for an applied field saturating the magnetization
in the plane of the sample (θ0 = 90◦, not shown), the SAW
induces a precession of �M around the applied field, with an
amplitude that decreases when the strength of the applied field
increases.

A more thorough exploration of the parameter space is
shown in Fig. 4(a). The SAW amplitude εmax is varied in
steps of 2 × 10−4 or 2 × 10−5, the in-plane applied field in
steps of 1 mT with φH = 0◦, and the frequency detuning
is first fixed to 5%. The resulting diagram shows that the
behavior of Fig. 3 is very generic, regardless of the SAW
amplitude: a large amplitude precession regime at low fields (in
black), a conditional switching regime at high fields (in gray),
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FIG. 4. (Color online) (a) Switching diagram of a macrospin
excited by a SAW with α = 0.1, an SAW frequency detuned by 5%
from the precession frequency fP , and an in-plane field along [100].
The large angle precession regime is separated from the sustained
switching regime by the continuous white line (transition regime).
Critical fields for a frequency detuning of 20% are indicated by the
dashed line. (b) Amplitude of the precession δM

Ms
[Fig. 3(b) behavior]

as a function of the detuning, for different strain amplitudes and
μ0Hext = 11 mT.

and in between a transition regime (white line). As expected
intuitively when εmax decreases, the field necessary to obtain
switching increases in order to keep the precession wide and
compensate for this lesser efficiency. Note again that for large
strain amplitudes, this generic behavior is maintained, but
multiple frequencies appear in the sustained switching regime
due to strong nonlinearities. The critical fields obtained for a
larger detuning (20%) are indicated by the dashed line. Quite
counterintuitively, these seem to be lower than the ones found
for δf/f = 5%, in particular, at higher strain amplitudes, as
if a larger precession amplitude were obtained away from
resonance as opposed to at resonance. To elucidate this,
we set the field to 11 mT and systematically recorded the
precession amplitude as a function of the frequency detuning,
for three different strain amplitudes. The result is shown in
Fig. 4(b), and confirms that whereas at low strain amplitude,
the maximum precession amplitude is indeed obtained at
resonance (δf/f = 0%), when the strain amplitude increases,
the maximum precession amplitude can be obtained quite far
from resonance, at an increasingly large frequency detuning.
This confirms that the small-perturbations approach of Sec. III
is only valid for small strain amplitudes (εmax < 10−4), and
that beyond, the behavior becomes highly nonlinear and the
system’s eigenfrequency is very probably not given by fP

anymore, but by a lower frequency. Finally, the main effect of

decreasing the damping (not shown) is to lower the critical field
between large angle precession and precessional switching.
The important conclusion of these simulations is that there is
a large region of the (εmax, μ0Hext) parameter space where
irreversible switching of a macrospin is possible, and this at
fairly low fields.

Note that a more elegant way of identifying switching
conditions would be to determine an analytical criterion
leading to the growth of nonlinearities in the system. This is
not trivial in this coupled θ̇ = f (φ,θ,θ̇ ), φ̇ = g(θ,φ,φ̇) system
and is beyond the scope of this paper.

B. Particular cases: (i) SAWs propagating along (110)
and (ii) buried layers

Here we address the case of a Rayleigh wave propagating
along a (110) direction, a configuration easier to implement
experimentally. A straightforward calculation using a π/4
rotated frame shows that the SAW once again has three
components, denoted εXX, εZZ , and εXZ , of identical shape
and similar amplitude as the one traveling along [100] (details
in Appendix B). Given this strain tensor, we rotate it back into
the x ‖ [100] frame and inject the resulting components in the
energy. The free energy density of the layer is then identical to
Eq. (3) with ε(x,t) = 	ε0 + εzz(x,t) − εxx(x,t) replaced by
	ε0 + εZZ(x,t) − 1

2εXX(x,t), and εxy,0 replaced by εxy,0 ±
1
2εXX ( + for �q ‖ [110], − for �q ‖ [11̄0]). The calculation
therefore requires knowing εxy,0, which is problematic: there
is no experimental measurement of this shear strain, and
therefore no independent determination of A2xy and εxy,0 is
possible. We will therefore stick to the εxy,0 = 10−4 value
used in Ref. 12, and deduce from our experimental value
B2‖ = −1.2 mT the parameter A2xy = −12 T.13

The amplitude of the precession triggered by the SAW is
then estimated numerically using the same micromagnetic
parameters as above. For strain amplitudes εmax = 0.5 to
10 × 10−4, and μ0Hext = 5 mT along [100], the precession
amplitude when the SAW is traveling along [110] or [11̄0]
is systematically about half the amplitude obtained when it
travels along [100]. This is mainly due to the fact that the
strain amplitude in front of the A2ε coefficient is reduced:
the biaxial strain is along the crystallographic axes (100), and
effectively reduced along the diagonals (110). The inverse
magnetostrictive process is then less efficient.

Finally, we look at what happens for either a thick magnetic
layer, or a buried layer, since the three Rayleigh wave strain
components oscillate in amplitude with z [see Fig. 1(b)]. Away
from the surface, εzz and εxx both reduce to their first zero
within about 0.1–0.2�SAW, whilst εxz takes over, albeit with a
much smaller amplitude. For layers of this order of thickness
(<300 nm in our case), the conclusions drawn above remain
valid. However, an interesting case is that of a thin magnetic
layer buried where εxz is maximum, and δε nonzero. As
evidenced in Fig. 1(b), this lies around zc = 0.25�SAW, where
δε is then still at about half its surface value.

In the (Ga,Mn)(As,P) free energy density form [see
Eq. (13)], there is no dependence on εxz as this strain
component is not present statically in the layers. However,
just as a εxy term will give a magnetic anisotropy between
[110] and [110] axes [term 1

2A2xyεxy sin2 θ sin 2φ in Eq. (3)],
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it is easy to imagine that a εxz term will give a magnetic
anisotropy between [110] and [001] axes, expressed as
1
2A2xzεxz sin 2θ cos φ. This term was evaluated numerically
to A2xz = 80 T (details in Appendix C) close to 95 K.

The amplitude of the magnetization precession triggered by
the SAW was then compared at fixed applied field 5 mT, and
SAW frequency 919 MHz (5% detuning) and strain amplitude
εmax = 10−5 for a surface layer (z = 0) or for a layer buried
at zc = 0.25�SAW. In the latter case, the precession amplitude
is almost three times larger compared to a surface layer. This
is due to the fact that A2xz is large and that the three strain
components now contribute to the precession. However, for
the precession frequencies explored at 95 K, �SAW is too large
(about 3 microns at 5 mT), and zc therefore unrealistically
deep. This option might, however, prove more relevant for
materials requiring higher SAW frequencies (smaller �SAW).

V. SAW ASSISTED DOMAIN NUCLEATION

Let us mention briefly another approach for irreversible
switching induced by an SAW. More likely than the (coherent)
precessional switching of a structure, is the possibility that
the SAW will locally lower a domain nucleation barrier and
thus switch the whole layer under a small (propagating)
magnetic field applied concurrently opposite to the initial
magnetization. Indeed, in perpendicularly magnetized lay-
ers, the coercive field μ0Hc is largely determined by DW
nucleation and/or propagation barriers.33 Transient reduction
of coercivity has already been demonstrated in garnets34 or
magnetic semiconductors35,36 using ultrafast light pulses. It is
also at the basis of thermomagnetic writing.

Neglecting the stray field energy between the nucleated
domain and the rest of the layer,37 the domain nucleation
barrier can be expressed as Enuc = 2πrnucd σ , where d is the
layer thickness, rnuc is the radius of the nucleated domain, and
σ is its surface energy. The latter depends on the perpendicular
uniaxial anisotropy and the exchange constant Aex through
σ ∝ √

AexB⊥(εxx,εzz).37 If the magnetization reversal is nu-
cleation limited, switching then occurs on a typical timescale
given by the Arrhenius law τ = τ0 exp(EZ+Enuc

kBT
), where kBT

is the thermal energy, and EZ = −μ0HextMs × dπr2
c is the

Zeeman energy, which lowers this barrier, with Hext the field
applied perpendicular to the layer. τ0 is the typical time
needed for an energy exchange between spin and lattice, and
depends on the damping, the anisotropy constants, and the
magnetization.38 It is usually estimated to about 10 ps.

For the sample at 95 K considered above, the effective uni-
axial anisotropy field is B⊥ ≈ B2⊥ + B4⊥ = 23 mT. Previous
temperature dependent experiments on (Ga,Mn,As,P)39 have
moreover given Aex = 10−13 pJ/m, providing an estimation
of the DW surface energy σ = 2 × 10−5 J/m2. Experimen-
tal hysteresis loops done at 90 K yield μ0Hc = 2 mT,
with the perpendicular field applied in ≈100 ms pulses.
Using the Arrhenius law, this gives an experimental estimation
of the nucleated domain’s diameter of a few nanometers. The
nucleation barrier is then of the order of 44 meV (much lower
than the intrinsic 1 eV barrier estimated using DW nucle-
ation theory23), the Zeeman lowering around −3 × 10−2Hext

meV/mT, while the thermal energy lies around 8 meV. In
the presence of the SAW, the effective anisotropy coefficient

becomes BSAW
⊥ (x,t) = (A2ε − 2A4ε) [	ε0 + δε(x,t)]. Be-

cause the lattice mismatch is small in this sample (in order
to have a weak anisotropy), the transient strain modification
δε(x,t) can very well be of the order of the static strain
mismatch 	ε0 [see Fig. 3(a)], thus strongly reducing the
uniaxial anisotropy field. This dramatically lowers the DW
nucleation barrier during about a quarter of the SAW’s period.
If the resulting switching time τ is shorter than the time
during which this barrier is very low, ultrafast magnetization
switching is expected to occur under a small (propagating)
perpendicular field. Note that this is a nonresonant process,
and as such does not involve any strong constraint on the SAW
frequency. On the contrary, it might be more relevant to aim for
low frequency, which will leave plenty of time for the domain
to nucleate during the transient decrease of anisotropy.

VI. DISCUSSION

In the first approach (see Secs. III and IV), the calculations
and simulations were done for a macrospin at a fixed distance
from the combs. For an extended, single-domain structure
(no exchange energy), the conclusions will remain identical
as long as the shape anisotropy of the structure is not
significantly different from the μ0Ms

2 cos2 θ term of Eqs. (3)
and (13). For micrometer-sized structures, and given the weak
magnetization of (Ga,Mn)(As,P), this is legitimate. However,
for samples with a strong shape anisotropy, a modified
demagnetization factor would need to be included in the energy
form, as was done by Roy et al.8 A more proper solution would
in fact eventually need to take into account the exchange
contribution in the free energy. In both picosecond acoustic
pulses- and SAW-induced precession, the modification of
the eigenfrequencies due to this exchange contribution was
shown to be negligible,3,31 given the dispersion curve in the
considered regime remains almost flat. An estimation of this
contribution to the real space, i.e., the generation of spin waves
to accommodate a spatially varying magnetization vector is a
problem more appropriately tackled by micromagnetic finite
elements methods, and is beyond the scope of this paper.

In the second approach, a phenomenological model of
SAW-assisted domain nucleation is used where exchange is
implicitly taken into account (formation of a domain wall),
and the field applied perpendicularly to the plane. Once again,
SAWs seem more adequate than picosecond acoustic pulses.
Indeed, were the transient strain strong enough at the relevant
frequency to induce a substantial change of the uniaxial
anisotropy coefficient to lower the domain’s nucleation barrier,
this would only last about 10 ps,5 which would require an
ultra-fast DW nucleation. Looking at the Arrhenius law once
again shows that this would mean effectively canceling the
energy barrier, in order to have τ ≈ τ0, which seems unlikely
given the weak accessible transient strain amplitudes in this
technique.

VII. CONCLUSION

A general analytical approach to SAW-assisted magneti-
zation precessional switching has been developed based on
the strain dependence of the magnetic anisotropy coefficients,
and taking the damping into account. Several parameters
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were found to be relevant, such as a large in-plane field,
and SAWs propagating along [100] rather than [110]. Nu-
merical simulations using realistic experimental parameters
of (Ga,Mn)(As,P) then clearly evidenced a wide range of
fields and SAW amplitudes under which irreversible switching
was possible. SAWs were shown to possibly be a more
adequate method to switch magnetization than picosecond
acoustic pulses. Finally, although these concepts were tested on
(Ga,Mn)(As,P) thin films, the analytical forms of energy and
precession amplitude given in this work make them applicable
to any magnetostrictive material.
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APPENDIX A: MAGNETIC ANISOTROPY COEFFICIENTS

The magnetic anisotropy terms A4ε, A2ε, A2xy , and Bc

of Eq. (3), and the terms B2⊥, B4⊥, B2‖, and B4‖ (obtained
experimentally by ferromagnetic resonance experiments for
instance) of Eq. (13) are related as follows:

A4ε = B4‖ − B4⊥
6	ε0

, A2ε = B4‖ − B4⊥
3	ε0

+ B2‖ − 2B2⊥
2	ε0

,

Bc = −2B4‖ + B4⊥
6

, A2xy = B2‖
εxy,0

,

where 	ε0 = εzz,0 − εxx,0.

For the vast majority of (Ga,Mn)(As,P) samples, the relation-
ship A4ε 
 A2ε holds.

Note that there is no experimental evidence of an εxy,0

shear strain, but rather it is a physical effect of the same
symmetry that is at the root of the weak uniaxial anisotropy
B2‖. During the growth, when atoms are mobile on the
surface, nearest-neighbor Mn pairs on the GaAs (001) surface
have a lower energy for the [1−10] direction compared to
the [110].28

APPENDIX B: DERIVATION OF THE
STRAIN WAVE EXPRESSION

The strain components of the Rayleigh wave propagating
in a cubic material along �q ‖ [100] are slightly different from
the usual formulas found in textbooks for isotropic materials.
They can be found analytically as

εxx(r,z,t) = −2iζ0qeiψ2/2e−aqz cos(bqz + ψ2/2)ei(ωt−�q·�r),

εzz(r,z,t) = −2iρζ0qeiψ2/2e−aqz[−a sin(bqz + ψ2/2 − ψ1)

+ b cos(bqz + ψ2/2 − ψ1)]ei(ωt−�q·�r)

εxz(r,z,t) = −ζ0qeiψ2/2e−aqz[a cos(bqz + ψ2/2)

+ b sin(bqz + ψ2/2) + ρ sin(bqz + ψ2/2 − ψ1)]

× ei(ωt−�q·�r).

We define the wave vector �q (norm q), the position �r (norm
r), and ζ0 the amplitude of the displacement. When �q ‖ (100),
�q · �r = qx and for a magnetic layer much thinner than �SAW,

we can set z = 0 [see Fig. 1(b)], and simplify δε(x,t) =
εzz(x,0,t) − εxx(x,0,t) into δε(x,t) = εmax cos(ωt − qx),
where εmax is the amplitude of the resulting wave.

The parameters are related by a cos ψ2/2 + b sin ψ2/2 =
ρ sin(ψ1 − ψ2/2). For GaAs and �q ‖ (100), the values found
numerically are ψ1 = −0.328, ψ2 = −1.9, ρ = 1.18, a =
0.402, and b = −0.561. For �q ‖ (110), these coefficients are
only slightly modified: ψ1 = −0.531, ψ2 = −2.1, ρ = 1.34,
a = 0.500, and b = −0.480, yielding strain amplitudes about
15% smaller than along (100) directions.

APPENDIX C: EFFECT OF A εxz STRAIN COMPONENT ON
MAGNETIZATION PRECESSION

In the presence of a εxz strain component, one can expect
a magnetostrictive component12 of the form A2xzεxzmxmz =
1
2A2xzεxz sin 2θ cos φ. This term can be evaluated theoretically
using an effective mass Hamiltonian with the six-band k·p
Luttinger-Kohn term, a strain tensor, and the p-d exchange
interaction of the holes and the Mn spins in the molecular-field
approximation.21,40 The saturation magnetization was set to
6 kA m−1 (≈95 K), which corresponds to a |BG| = 3.5 meV
spin splitting parameter.21 The usual biaxial strain terms
εzz,0,εxx,0 were set to zero, and a nonzero term idεxz introduced
in the Bir-Pikus strain tensor, where d = −4.8 eV is the shear
deformation potential.40 In this way, Bc and A2xz were the
only unknown parameters in the free energy density. The
energy difference F (θ ) − F ([001]) = Bc(cos4 θ + sin4 θ ) +
1
2A2xzεxz sin 2θ was then computed and fit numerically for
p = 3 × 1020 cm−3 yielding A2xz = 80 T. This value is quite
large, in fact, larger than any of the anisotropy parameters, but
the resulting anisotropy field expected to be less than 10 mT.

APPENDIX D: SMALL ANGLE MAGNETIZATION
PRECESSION AMPLITUDE

The precession amplitude δθ given in Eq. (10) depends on
various parameters given below:

fθ = − γ

sin θ0
Fφεzz

, (D1)

fφ = γ

sin θ0
Fθεzz

, (D2)

f (ω,β) =
√

tan2 β

1 + tan2 β

[
ω2 +

(
ωP

tan β
+ χ

)2]
, (D3)

tan β = −ωP

γ

2(1 + α2)

αHα + 2(1+α2)
sin θ0

( fθFθφ+fφFφφ

fθ−fφα sin θ0

) , (D4)


θ = −
√√√√(fφα sin θ0 − fθ )2 + {fφ sin θ0[2Fφφ + α2(Fφφ − Fθθ sin2 θ0)] + fθ [αHα sin2 θ0 + 2Fθφ sin θ0(1 + α2)]}2

sin4 θ0
[
(1 + α2) 4ω2

0
γ 2 − α2H 2

α

] . (D5)
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In the case of (Ga,Mn)(As,P), some approximations can
be made using A4ε 
 A2ε (which implies fθ 
 fφ) and
developing 
θ to its zeroth order expansion in α:

fθ = −γA4ε sin3 θ0 sin 4φ0, (D6)

fφ ≈ −2γA2ε cos θ0, (D7)


θ,0 = −
√

f 2
θ + (fθFθφ + fφFφφ)2γ 2

sin2 θ0ω
2
0

. (D8)
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