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In this work we show that a tunable coupling between microwave resonators can be engineered by means of
simple Josephson junctions circuits, such as dc and rf superconducting quantum interference devices. We show
that by controlling the time dependence of the coupling it is possible to switch on and off and modulate the
cross-talk and boost the interaction towards the ultrastrong regime, as well as to engineer red and blue sideband
couplings, nonlinear photon hopping, and classical gauge fields. We discuss how these dynamically tunable
superconducting circuits enable key applications in the fields of all-optical quantum computing, continuous-
variable quantum information, and quantum simulation—all within the reach of the state of the art in circuit-QED

experiments.
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I. INTRODUCTION

The field of circuit quantum electrodynamics (circuit QED)
studies the interaction between artificial atoms and artificial
photons,"? both of them implemented with the same technol-
ogy: superconducting circuits cooled to millikelvin tempera-
tures. A key feature of these systems is that, based on the same
microscopic model, both the photonic degrees of freedom and
the artificial atoms have similar energy scales and may interact
very strongly. Hence, they show effects which are beyond those
explored in the optical domain. A paradigmatic example is the
failure of the rotating-wave approximation when the qubit-
photon coupling approaches the qubit and photon energies.**
Aside from the development of qubits and the control of their
interactions,>” circuit QED has recently started to focus on
the photons themselves, mostly in the context of two different
experimental configurations. In the first type of setup, cavities
are replaced with open transmission lines and propagating
microwave photons that move and interact with localized
qubits. This allows us to study one-dimensional artificial
QED, atom-light interaction,® electromagnetically induced
transparency,’ causality,'” and quantum metamaterials''~!>
and to implement photodetectors'®~'® and routers.'® The other
type of setup is based on polariton physics:?>?! by coupling
multiple cavity-qubit systems it is possible to build lattices
on which dressed photons hop and interact, either attractively
or repulsively, implementing Hubbard-type models or spin
Hamiltonians.?22 This gives rise to well-known models, such
as the Tonks-Girardeau gas;24 however, the architecture based
on superconducting cavities and Josephson junctions also
allows for the exploration of new phenomena, such as gauge
fields and frustration.?’

In this work we reconsider the architecture of coupled su-
perconducting cavities, designing a tunable coupling between
nearest-neighbor resonators. The setup that we have in mind
consists of an array of linear resonators, directly connected
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through different types of Josephson junction (JJ) circuits
(see Fig. 4). The fixed circuit structure is associated with
static, geometry-dependent capacitive and inductive couplings
between the resonators, while the interactions created by the JJ
circuits can be tuned in amplitude, phase, and form by external
magnetic fields.

The coupling elements in this coupled-resonator framework
can be operated in two ways: (i) with a stationary configuration
of magnetic fields that determines the associated coupling
matrix between oscillator modes or (ii) with a periodic
multicolor driving that allows for engineering a variety of
photon-photon interactions, from red and blue sidebands to
gauge fields, passing through correlated photon hopping and
Kerr nonlinearities, or simply canceling the usual cross-talk
between resonators. In particular, we show how to engineer
couplings of the form n,a’b + n,ab + H.c. between any two
resonators a and b, with adjustable strengths 7, » and possibly
complex phases in front of each term.

We must remark that our coupling circuits are based
on superconducting quantum interference devices (SQUIDs),
those ubiquitous devices which are used for anything from
measuring magnetic fields and qubits to parametrically
controlling microwave transmission lines.?®?’” Despite the
widespread use of SQUIDS, the framework that we introduce
here combines in a single design original solutions to many
different problems that were addressed only individually in
previous works. First of all, the design we present here is
nondispersive. This is in contrast to other proposals based on
dispersive couplings via qubits?®* and disconnected SQUID
loops.’! While in those works the coupling is limited by
the dispersive condition, the setup in this work allows us to
reach the strong- and ultrastrong-coupling regimes—Ilarger
than the corresponding decay rates or comparable to the cavity
frequencies, respectively. This demands on our side a careful
microscopic derivation that merges ideas from the work of
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Bourassa et al.’? with the field of coupled cavities. Second, our
SQUID coupling works between separate resonators, allowing
for scalable architectures with one- and two-dimensional
configurations as shown in Fig. 4. This is in contrast with
other works that showed coupling between different modes
of the same resonator,>*=¢ or which couple a few nonlinear
resonators.®’ Third, unlike other scalable proposals based on
circulator-type devices,>>*® our setup is minimalistic and relies
on a very robust circuit which is not sensitive to charge noise
and does not require a precise balance of junctions. Finally,
our design achieves full tunability, regardless of other elements
that may coexist with the cavities, such as qubits or magnetic
impurities.

As short-term applications of this work we would like to
address two fields. The first one has been sketched above: by
tuning the coupling between different cavities it is possible
to tune the lattice topology, the coupling strength, and even
the phase of the hopping terms in polariton arrays. This
nicely complements existing proposals which show how to
tune the photon nonlinearity by manipulating the qubit inside
the cavity?? and gives access to effective gauge fields without
relying on fragile coupling elements.”> The second type of
application points along the line of quantum information and
the manipulation of continuous-variable states. By means
of the coupling circuits in this toolbox one may implement
any nearest-neighbor quadratic Hamiltonian with any time
dependence and geometry, as far as it is embeddable in a two-
dimensional (2D) manifold. Notice that our implementations
are limited to a frequency scale which is well below the
plasma frequency of the SQUID, where it behaves as a passive
device. However, this is always true for the purposes of this
work.*® This Hamiltonian can be used to implement interesting
states, such as two-dimensional continuous-variable Gaussian
states,*” whose tomography could be supplemented by embed-
ded qubits*' or moving probes.

The paper is organized as follows. In the first part (Sec. II)
we study two superconducting resonators that are close
together and subject to a mutual inductive and capacitive
interaction. Using the Lagrangian quantization, we will show
that, in both the weak- and strong-coupling regimes, the
geometric cross-talk gives rise to a constant beam-splitter
type of interaction. In the second part of this work (Sec. III)
we propose two quantum circuits that dynamically tune the
inductive coupling between the resonators. The first one is
a SQUID which is galvanically coupled to two resonators.
The second one uses instead two coupling wires, creating
an interference device between resonators. We will discuss
both models analytically, demonstrating that they can tune
and switch off the overall resonator-resonator coupling. In
Sec. III C we study the validity of our designs under realistic
experimental conditions, estimating the coupling strengths
that can be attained in current experiments. In Sec. IV A we
consider the situation of a time-dependent resonator coupling.
We show that a periodic modulation of the coupling makes it
possible to engineer sidebands not only in a nonperturbative
fashion,* but also in a controlled way, tuning the strength and
phase of both the rotating and counterrotating terms. Finally,
in Sec. IV C we summarize our results and suggest a large set
of potential applications, ranging from quantum information
to quantum simulation.
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II. STATIC COUPLING

In this section we derive the Hamiltonian that rules the
dynamics of two coupled superconducting stripline resonators,
and give a general expression for the different coupling con-
stants that arise from the model. First we consider the simplest
case of coupling, caused by the mutual inductance and mutual
capacitance due to the spatial proximity of the resonators.
Since the coupling is time independent and determined by the
detailed spatial arrangement of the resonators, we refer to it as
static geometric coupling. The discussion of this interaction is
done for a particular configuration of parallel resonators, but
the objective is just to exemplify how this coupling manifests
itself as a beam-splitter interaction.

Consider two superconducting stripline resonators of length
2[, as depicted in Fig. 1(a). In this particular layout, the
coupling occurs mainly within a middle section of length 21,
where the resonators approach each other. Assuming that the
cross-talk is given by the mutual inductance /,, and mutual
capacitance c,, induced in this middle region,***> we can write
down the following Lagrangian density:

"Tey . . 1
L= Z/iz [%@fﬁj - <2_f) lj8x¢,‘8x¢j}dx, (1)
LJ L

where both the flux fields ¢;(x) and the capacitance ¢ and
inductance matrices /, depend on the position along the
transmission line:

¢ = co(x) + cp(x)A — oy), (2)
[ = lo(x) + Ln(x)or, 3)
where o, is the Pauli matrix. A full derivation of Eq. (1) can be

obtained from the lumped circuit equivalent of the striplines
[Fig. 1(b)] and it is thoroughly discussed in Appendix A.

(a) -l l

FIG. 1. (Color online) (a) Sketch of the geometrical arrangement
of the two coupled superconducting stripline resonators of length 2/.
A finite interaction is present only in the coupling region of length
2/, and is negligible elsewhere. (b) Schematics for the lumped circuit
equivalent. We explicitly draw the mutual capacitances (dashed blue
lines) and the mutual inductive coupling (red arrows). The node flux
¢, is also indicated.
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For the sake of simplicity, we will consider the capacitance
and inductance per unit length of each line, co(x) and [y(x),
to be constant, and use piecewise-constant functions for the
mutual inductance and capacitance:

by |x] < Lo,

L) = { @)

0 otherwise.

Cms x| <L,
cm(x) = { .

0 otherwise,
We derive a normal-mode expansion for the flux ¢;(x,t) =
>, 4j.a(®u,(x)in each resonator j = 1,2.In what follows we
restrict ourselves to the fundamental mode of each resonator
with frequency wp and total capacitance C, = fil co(x)dx.
This is always true if we remain in the strong-coupling limit,
where g < w; — wy, or we work with zero-mode resonators,
like the ones used in Ref. 4. Within this subspace and mode
expansion, the interaction term gives rise to off-diagonal terms,
as expected from an interaction between two cavities, but also
diagonal terms that induce a renormalization (dressing) of the
oscillator frequencies. This dressed resonance frequency is

1+C E
- 1+ - , 5
@ wO\/l+2C<+vl—L2> ©)

expressed in terms of two overlap integrals

I I
A= / [uo(X)*dx, A= / [3,uo(x)*dx,  (6)
—l. _

le

where C =c¢,,A/C,, L =1,/1p, and v = a)%C,lo/Az is a
geometric factor.

We finally proceed with the quantization of
this model, introducing the oscillator length
VR(I+ C)/C,0(1 +2C). We express the phase-space
operators in terms of the Fock operators ¢; = ag(a; + aj) / V2

and p; = ih(aj- — a;)/~/2ay. This leads to

apg =

H=ho Z a}aj - hgc(af - al)(a; —ay)
=12
—hg; (af + al)(a; +ay). 0

The coupling constants g. and g; account for the static capac-
itive and inductive contributions to the coupling, respectively,

_a)o C2 ]+1 C2 (8)
=V a+oa+20 vi—c2)

wpl L 1+C 1
=2l L Lo
2v1-1L 1—i—2C1_|_;lf7

The usual limits in quantum optics correspond to the
weak-coupling and strong-coupling regimes. In both of them
gc.i/wo K 1, so that the frequency renormalization becomes
negligible (provided that C,L < 1). We can then invoke the
rotating-wave approximation (RWA) and transform (7) to the
beam-splitter model,

H~hoy Y ala; —h(g — g)aja,+ala)). (10)
j=1.2

Note how the resulting Hamiltonian can be interpreted as an
exchange or hopping of excitations between modes, similar to
optical lattice and tight-binding models.

PHYSICAL REVIEW B 87, 134504 (2013)

This type of static geometric coupling is implicit in the
experimental configurations of coupled-cavity models,?*?!
although previous designs have inclined to consider a capac-
itive coupling taking place at the electric field nodes (current
antinodes) of the resonator,???>3% sometimes enhanced by an
additional JJ circuit.?>-38

III. TUNABLE COUPLING

In this section we study alternative mechanisms for cou-
pling two or more linear resonators. On the one hand we
aim at a larger coupling strength, and on the other hand we
wish to achieve real-time tunability of the couplings. For both
goals it will be advantageous to rely on inductive rather than
capacitive coupling. First of all, the inductive coupling realized
by JJs and loops intersected by JJs (e.g., SQUIDs) can be
tuned by an applied magnetic field varying the magnetic flux
threading the JJs or loops. Second, and equally important,
inductive interactions can be enhanced, profiting both from
the kinetic inductance of thin superconducting films and from
embedded junctions working in the linear regime.*> Based on
the two previous ideas, we envision the two coupling elements
sketched in Fig. 2. We will study these designs analytically,
deriving expressions for the effective interactions and coupling
strengths.

A. The SQUID as a coupler

Given the large inductance provided by the Josephson
junctions, one could naively think of connecting both cavities
with a superconducting wire interrupted by a Josephson
junction. In doing so one would achieve a static ultrastrong
coupling. However, for tuning the Josephson inductance of a
single junction we have to generate a magnetic flux of the
order of a flux quantum threading the junction area. Due to
the small junction area unpractically large magnetic fields
would be required. Fortunately, we can design a much better
tunability by using a SQUID configuration, as depicted in

(a) o1
éJ,1\%§\¢J2
%2 ’
® Ady
// 8! s§\<fu
Ao |

FIG. 2. (Color online) Architectures leading to a tunable mi-
crowave beam splitter. (a) A dc SQUID (superconducting loop inter-
sected by two Josephson junctions) mediates the coupling between
two stripline resonators (ground planes not shown). The established
pointlike contact between the resonators takes the coupling to the
ultrastrong domain. (b) A superconducting ring intersected by a
Josephson junction now partially shares its branches with the cavities,
improving the switching capability.
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Fig. 2(a). Since the SQUID loop area is much larger than
the junction area, much smaller control fields are required.
Note that the use of the dc SQUID to achieve fast tunability
is quite common in circuit QED. For instance, they have
been used to very rapidly change the effective length of
resonators*® to observe the dynamical Casimir effect,?®?” and
through similar principles they underlie the basis of recent
Josephson parametric amplifiers.*”*° More related to our
work, SQUIDs have also been suggested as a coupling element
for flux qubits,>® using an external flux to control their mutual
inductance. However, the peculiarities of our setup, which
deals with continuous variables and has subtle differences,
merits a separate discussion below.

A short line with the SQUID as depicted in Fig. 2(a)
represents a small contribution to the original Lagrangian
density (1). Following Ref. 51 we compute £, = L + Lsqup

with
) , (D

where ¢, represent the flux differences along the junctions
k = 1,2. We use fluxoid quantization along the SQUID loop,
G111+ s+ Pry = ndy, to express the Lagrangian in terms
of the variables ¢ = %(qb 7.1 £ ¢;2) and the total flux enclosed
by the loop, ®.,. For simplicity, we assume @, >~ Py, that
is, we are neglecting the additional flux generated by the
circulating loop current. This is equivalent to restricting our
discussion to screening parameters f;, = 2w LI /Py < 1 as
discussed in more detail below. Here, L is the loop inductance
and I, the critical current of the Josephson junctions. If the
SQUID is symmetric, C;; = Cy» and E;; = E},, the cou-
pling becomes E cos (m¢_ / Pg), with an effective Josephson
coupling energy that depends on the flux threading the SQUID
loop,

2
Crk:
Lsquip = Z T(p%’k + E; rcos <
k=1

27k
2

Eer = 2E jcos( @y / Poa). (12)

The voltage-phase relation q'L = qbl(x) — <i}2(x) allows us to
express ¢_ in terms of the voltages at the edges of the
connecting wire. In the linear limit of small fluxes, i.e., small
photon number (see Appendix B), we can write a quadratic
coupling between fields,

L 27° Eeiy
Lsquip =~ Cy(1 — ¢2)* — —o7 @1 - ¢, (13)
0
which by means of the normal-mode decomposition adopts the
form of Eq. (7). The cross-term of Eq. (13) adds up to the static
inductive coupling (9), making it tunable. This tunability relies
on the fact that the Josephson energy E.g is flux dependent,

and thus

2

: 4
static
.= gStatic
8 =g P2C,0

E jcos(m @)/ o) (14)

in Eq. (10) can be changed in magnitude and sign. For an
appropriate value of the external flux (close to &, = /2 if
|gc| < |gi|) we can fully deactivate the coupling. Note that in
this treatment the SQUID variables are not independent and
introduce no new modes: the fluxoid quantization allows us
to express them in terms of the cavity modes. This topic and

PHYSICAL REVIEW B 87, 134504 (2013)

the linearization are discussed in more detail in Appendix B 3
using exact diagonalizations.

We finally note that our setup is robust against small
differences in the two junction energies, £, = E;(1 £ ¢).
In this case one can still expand ¢ » = %CDO =+ ¢_, linearizing
around ¢_ =~ 0 to obtain

2m ¢

LSQUID + ZSE]Sin(TL’ q)o/q)o) o
0

5)

The linear term in this equation amounts just to a displacement
of the oscillators and does not add up to the total coupling,
preserving the tunability of the setup. We will use this idea in
the following setup.

B. Superconducting ring coupler

The second design is shown in Fig. 2(b). It consists of
a superconducting ring interrupted by a single Josephson
junction. Since both resonators share a branch of the loop that
couples them, the Lagrangian acquires new contributions with
the kinetic inductance of the superconductor.>? This kinetic
coupling can be very strong, while still retaining the switching
capability due to the fluxoid quantization inside the loop,
similar to previous designs for superconducting qubits.>

Note that in comparison to previous studies of SQUID-
mediated entanglement between cavities,>* > this setup is
much simpler because there are no degrees of freedom for
the SQUID: the flux through the SQUID is the same as the
flux to the cavities. Additionally, this design profits from the
stronger interaction due to the galvanic coupling of the circuit
elements.

Our derivation is based on two nonessential constraints.
The first one is that the loop is small enough for its self-
inductance to be neglected (8, < 1). The second one is that the
wire without junction touches the resonators at points where
the flux of the coupled modes is zero,”’ ug(x;) = 0. Under
these circumstances the coupling term reads

_Cj ) 27T¢j
L= 2¢,+chos< » ) (16)

The fluxoid quantization inside the loop, A¢r, — A¢y + ¢; =
— &, allows us to get rid of the flux variable ¢; and rewrite
the coupling in terms of the branch fluxes A¢ »,

C . .
Ly = 7’(A¢1 — Ady)?

27 (Agr — Agy + Ppy)
o)

VE cos|: } (17)

At this point we will repeat the linearization of the cosine,
much as in Eq. (13). However, now the Taylor expansion will
depend on the external flux @, producing linear and quadratic
contributions of different magnitude. We start with the normal-
mode decomposition of the branch fluxes and restrict ourselves
to the lowest-energy modes

Agj = ¢j(x2) — ¢j(x1) = gjo00ruo(X)]x, Ax.  (18)
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Substituting these terms in Eq. (17) produces the quadratic
Lagrangian for the fundamental modes,

1 .
Lis=5 Z (/43 = Bs47)
j=12
+vi(qr — @) —asq142 + Biqrga. - (19)
The expressions for all coefficients can be computed from first
principles,

oy = Cy [Bxuo(x = 0))° Ax?, (20)
2 d
”O), @
@
2 P
”Cj, 22)
@y
where we have assumed that the superconducting loop is
placed around x = 0. Of these terms, y; is a linear displace-
ment of the cavity eigenmodes and does not transfer energy.
The capacitive and inductive terms «; and 8, are the only
ones that contribute to the intercavity coupling g. and g;, and

to the frequency renormalization. More precisely, we obtain
the model (7) with mode frequency

w=an 1+ L% 23)
r=o

and coupling strengths

472 2. 2
By = EJF [0cuo(x = 0)]° Ax” cos
0

21 .
y; = E;— [0,uo(x = 0)] Ax sin
Dy

By
2C,w’

In general we will find that for a junction that works in the
flux regime the term 8, dominates all other contributions. But
even without this assumption, it is true that while g, is fixed,
the value of g; depends entirely on 8; and can be changed
in magnitude and sign, either enhancing the strength of the
beam-splitter coupling (10), or switching it off entirely for a
value of ) >~ Py /4.

While the coupling strength grows with the loop size Ax,
we cannot make it arbitrarily large because then we are no
longer allowed to neglect the additional flux ¢; caused by
the circulating loop current due to the increasing value L of
the self-inductance of the loop.’® In this case the total flux
threading the loop is given by the sum of the external flux @y,
and the flux ;. However, as explained in Ref. 58, Chap. 8.4,
provided that

. o;Cw
ge= g =T (24

gi = g?tatic 4

2w L1,
L= oy

we can ensure that the @, versus P, dependence is single
valued, allowing us full tunability of the coupling. This
condition means that the maximum loop current /. cannot
generate more than a single flux quantum. It restricts us to
loop sizes of around 5% of the resonator length. We now
study various methods to increase the coupling strength while
preserving the condition above.

<1 (25)

C. Estimation of the coupling strength

We are interested in an upper bound for the coupling
strength g. More precisely we would like to access both
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the strong- and ultrastrong-coupling regimes. Strong coupling
means that it is possible to observe Rabi oscillations between
the two cavities because the coupling g is larger than the
resonator decay rate k. On the other hand, ultrastrong coupling
occurs when the RWA fails, which in this case implies that the
number of photons in the ground state, which is proportional
to g/w, approaches 1.

Looking at the first proposal [see Fig. 2(a) and Sec. III A]
we note that the maximum coupling is reached for an external
flux @, = nd, threading the SQUID loop, and thus yielding

42 E,| o i,
>~ — —|Up(Xx =
2C, e ° @

where [, is the critical current of the junction, Z is the resonator
impedance, and the eigenmode uy(x) satisfies 0 < |up(x)| <
V2. To preserve the power field expansion, we suppose the
SQUID to be built at a position such that |ug(x)| < 0.1
(see Sec. IV B). Under this condition, and using a critical
current I. >~ 5 x 1079 A, together with Z = 50 , it would
be possible to reach a coupling strength up to g; >~ 1.2 GHz.

On the other hand, for the second proposal [see Fig. 2(b)
and Sec. III B] the coupling (24) in the loop becomes

27 3 2
o~ B, (20
q)o 0x

gi Zluo(x)|?, (26)

27)

with 9,y = axu,/zch—w. For a homogeneous resonator [see

(A 1)], we can straightforwardly assess the slope of uy(x),
finding an exact expression for g:

e [ Ax)
g = 7222 ( x> , (28)

[O) 2_l

where w; = E;/h, w. = Ec/h = (2¢)?/2hC, is the charac-
teristic charging frequency of the resonator, and wy is the first-
mode frequency. Using available values for Nb striplines and
junction parameters, we find that the homogeneous resonator
remains in the weak-coupling regime, as we envisioned before.
For a loop size Ax of 1% of the resonator length, we
obtain g ~ 2 MHz which represents 0.03% of the resonator
frequency w (see Fig. 3).

Adding a constriction to the central part of the resonator
increases the field slope and thus the coupling. To this end, for a
suitable Nb inhomogeneous transmission line resonator,>? this
enhances the coupling up to g ~ 100 MHz, or equivalently to
1.8% of the resonator frequency (Fig. 3, red dashed line).

Finally, the coupling can be further enhanced by interrupt-
ing the transmission line with a Josephson junction. Due to
the presence of the junction, the flux eigenmode presents
a constant phase slip A¢y at x = 0, which depends on the
Josepshon coupling energy of the junction.*>° This additional
phase jump enhances the coupling as follows:

i (2200

2
A A . 29
og ox OF + ¢0> (29)

Optimal parameters for the junction attached to the resonator
(E jres = TE j100p) could lead to extremely large couplings of
around g ~ 600 MHz (9% of w).

The previous numbers have to be compared with similar
figures from other setups, such as a circulator-based coupling
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FIG. 3. (Color online) Coupling strength for differerent niobium
transmission lines, as a function of the loop size. While homogeneous
resonators (blue) hardly reach the strong-coupling regime, inhomo-
geneous ones (red dashed) do. The coupling strength can be further
increased with a Josephson junction interrupting the center conductor,
as shown for the homogeneous case (dotted) and the inhomogeneous
one (dot dashed). We have considered for each resonator a frequency
wy/2mw = 6.65 GHz.

between resonators,”>=® or the dispersive coupling based on

SQUID loops®! or qubits.?® In these three cases the coupling
element works with a high detuning A from the resonator
frequency. This means that the effective coupling takes
the form g2/ A, where g is the coupling of one resonator to the
circulator, SQUID loop, or qubit, A is the detuning from the
resonator frequency and the dispersive condition g < A < w
limits the maximum achievable strength to a few percentage
points of w.

IV. APPLICATIONS
A. Sidebands

So far we have discussed the possibility of tuning the
coupling strength between two resonators, constructing a
classical switch that allows us to control the exchange of
photons. In this section we discuss a second type of tunability,
which consists of engineering an arbitrary linear type of
coupling between two resonators:

Hy = glei¢‘aTb + g2¢'®ab +H.c., (30)

represented by the Fock operators a and b. This would enlarge
the applicability of our setup, extending it to the realization
of almost any quadratic model with nearest-neighbor interac-
tions.

In order to demonstrate that this is possible we start our
discussion by noting that both the dc SQUID and the ring
coupler provide us with a flux-dependent coupling

H =hwya'a +hopb'b + g(@0)a' + a)b' +b). (31)

If we now engineer the two resonators to have very different
frequencies w, and wy, the static coupling |g| < w, ; will be
effectively suppressed, giving rise to a small dispersive term

2

H ~ hwaaTa + hwbbTb + _&
lwp — g

atab'b.  (32)
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However, if we allow for a two-tone driving of the coupling,

g(t) = glPr ()] = gicos[(wp — wu)t + ¢1]
+ g2cos[(w, + wp)t + 2], (33)

then this driving effectively activates the rotating and coun-
terrotating terms, with the phases given above. To show this
we switch to an interaction picture with respect to the two
harmonic oscillators,

H, = g(t)(afbei(wfwb)r T abe i@t LH ) (34)

The oscillating terms in Eq. (33) will precisely cancel the ones
in the previous time-dependent Hamiltonian, leaving behind
some other nonresonant terms which act only in higher-order
perturbation theory, O(g?/w). The result should be the desired
combination of sidebands

H.i = g1a'be'® + grabe'®™ + H.c. (35)

It is worth mentioning that the previous sideband engi-
neering is not perturbative: while we still need to impose the
requirement that |g; 2| < |wp — w,/|, the resulting coupling is
larger than the dispersive term. This strong coupling and the
individual tuning of photon terms would be a wonderful tool
to explore the different phase transitions predicted for exotic
Bose-Hubbard models, as discussed for instance in Ref. 60.

Another very important feature of the two-tone driving
method is that it allows us to control the phases of the rotating
and counterrotating terms, for this is related to the phase of the
two-tone driving. As we discuss below, this is a very important
property, as it allows us to implement effective gauge fields that
control the hopping of photons between resonators. Moreover,
we achieve this effect by a simple driving of a standard SQUID,
without the need of time-reversal symmetry-breaking circuits
which might be very sensitive to other noise sources.>

Finally, even though the realization of the time depen-
dence (33) might seem complicated, in practice we do not
need to tune the flux in a very complicated manner. A simple
driving of &y (f) >~ ® 4 §P cos(wt), when introduced in the
sinusoidal coupling (14) g ~ cos(2w &,/ Py) produces, via
the Jacobi-Anger expansion,

g(t) ~ cosu ®/ D) Jo(5 D)
+ sinr &/ Py)J;(8P) cos(wt) +---  (36)

in terms of the Bessel functions Jy and J;. This series
contains the basic driving plus higher harmonics which will
be spectrally suppressed in the coupling term. Alternatively,
a suitable dependence for @, can be engineered with around
0.1 ns resolution using appropriate signal generators.®! Again,
out of this signal only the resonant terms, with frequencies
around w, £ w; will contribute to the coupling. Discretization
errors in the signal, and higher harmonics, will be averaged
out.

B. Nonlinear photon hopping

So far we have worked with the Josephson junctions in
the linear regime, neglecting higher-order terms, which are of
the order iE 72/ Pg)*. This approximation is valid only
when the argument of the trigonometric functions, 2w ¢/ ®,
is small, a condition which can be recast as a restriction on the
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number of photons that can populate the resonator. Roughly,
for the SQUID we have the condition

(37

where Z is the impedance of the resonators, n is the average
number of photons, and u(x) is the mode wave function at
the coupling points. Using, in the same way as above, the
value u(x) = 0.1 restricts the number of photons to n < 1000
(see Appendix B 1), which does not represent a restriction for
the few photon applications that we envision.

The question now is what happens when we do not neglect
the nonlinear terms. In this case we have the potential to
introduce new interactions between resonators, which are now
of higher order and include on-site nonlinearities niz, nearest-
neighbor attractive or repulsive interactions n;n j, photon-pair
hopping af zan., etc. (see Appendix B 2). Of these terms some
are already strongly suppressed because of being off resonant;
this is the case for interactions with odd powers, such as

aj ’a j- The Kerr nonlinearities will always be present and give
rise to extended Bose-Hubbard physics. Finally, the correlated

hopping terms aiﬂaf can be resonantly enhanced using the
same technique that we employ for the sidebands: introducing
a frequency mismatch between neighboring cavities and
driving with exactly the frequency which is needed to select
this process, 2(w; — w;). With all these tools we envision the
possibility of engineering very interesting models, such as
a condensate of pairs of photons,®” which are very hard to

engineer in other systems.

C. Outlook and discussion

Summing up, in this work we have studied two different
ways to engineer the coupling between superconducting
resonators: one is geometric and static in nature, while the other
relies on nonlinear coupling circuits and can be easily tuned in
and out of the strong-coupling regime. Both elements together
form a powerful toolbox for implementing almost arbitrary
models consisting of a low-dimensional (from 1D to 2D) array
of resonators with tunable nearest-neighbor interactions, as in
the model sketched in Fig. 4. Let us now discuss some of the
potential applications of such circuits.

1. Traditional quantum optics

The implementation of tunable sidebands in coupled res-
onators opens the door to many well-known processes from
quantum optics. Some of them are the squeezing of different
modes via those sidebands, frequency conversion of photons as
they are transferred between cavities, parametric generation of
photons via a’h' + ab terms, entanglement production at high
temperatures,®® etc. The beam-splitter Hamiltonian is also the
cornerstone of all-optical quantum information processing, as
suggested in Ref. 37 for a different circuit-QED architecture.

2. Harmonic models

The most immediate application of our design would be
to implement arbitrary quasilocal and quadratic Hamiltonians,
with the aim of studying the dynamical or static properties
of many-body Gaussian states. This includes a variety of
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U

(2)

(b)

U

FIG. 4. (a) One-dimensional array of cavities coupled by means
of a superconducting ring coupler. (b) Two-dimensional lattice of
circular resonators, coupled by dc SQUIDs. Both lattices are bipartite.
Using different resonator frequencies for each sublattice, w4 # wp,
we can use the techniques from Sec. IV A to engineer any sideband
interaction between the arrays.
studies, such as the static correlations in the model®* and their
relation to the underlying entanglement, dynamical quantum
phase transitions from trivial to critical phases, the study of
propagation of correlations in nonequilibrium models and their
relation to Lieb-Robinson bounds,®>~%7 etc. In this context, the
tunability of the coupling plays two different roles. On the one
hand it allows us to change the parameters of the Hamiltonian
in an abrupt or smooth way, for instance to study a dynamical
quantum phase transition or a quench. On the other hand and
equally important, by switching off all couplings we can freeze
the quantum state of the oscillators, giving us time to measure
the properties of the system, either with different measurement
qubits or through a movable probe.*?

3. Anharmonicity and thermalization

The interest of the harmonic problems lies in their simplic-
ity and the possibility of obtaining analytical and numerical
results for different geometries and sizes. However, as soon
as we introduce a small nonlinearity in our system, we can
say very little about their dynamical and static properties
and many of the simulations which we mentioned in the
previous paragraph become open problems. In particular, one
very simple problem which deserves being studied is that
of thermalization. The basic idea is to replace the linear
resonators in Fig. 4 with resonators that host a tunable and
weak nonlinearity in the form of a SQUID (similar to Ref. 27
but outside the linear regime). One would then prepare the
ground state of the cavities with a value of the coupling, and
then abruptly quench this coupling to a different (larger or
smaller) value in which the prepared state is not a ground
state. Throughout this process it will be possible to track
the relaxation of the oscillator chain or lattice, studying how
its behavior is modified by the presence of the nonlinearity.
Note that it is well known that the simulation of such
time-dependent many-body problems becomes numerically
intractable for a few resonators. For instance, assuming a
truncation basis with ten photons per cavity, a state of ten
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coupled cavities requires already 10 gigabytes of memory. But
the problem of time evolution is worse, for truncation and
rounding errors introduce a very fast growth of errors such
that after a short runaway time, even the most sophisticated
density matrix renormalization group (DMRG) many-body
simulation methods®® provide only qualitative results.® In this
sense, having good quantum simulators would be an invaluable
tool to advance the understanding of these nonequilibrium
processes beyond those regimes which can be simulated with
more straightforward methods.””

4. Coupled cavities and gauge fields

Along the lines of anharmonic systems, another interesting
problem is the study of coupled cavities or Jaynes-Cummings
lattices.?*>! The setup would be that of Fig. 4, but with one
qubit attached to each resonator. The coupled qubit-resonator
system behaves as a highly nonlinear element, implementing
a quasiparticle known as a “polariton,” which may hop
from resonator to resonator through our tunable coupling
elements. This can be roughly formulated as a Bose-Hubbard
Hamiltonian

H =Y tjala; + Ualay). (38)
ij

with a very nonlinear on-site interaction U and a hopping #;
which, unlike in previous proposals,?? is now dynamically tun-
able. This allows us to explore the quantum phase transitions
from weak interactions U < [t| to hard-core particles U > |¢|
simply by reducing the hopping instead of arbitrarily boosting
the qubit-resonator interaction—something which might be
more challenging from the theoretical and experimental point
of view.

In addition to the usual Mott-superfluid phase transition,
we now have control over the phase of the hopping, #;; =
|t| expi6;;. The procedure, as described in the previous section,
consists of engineering two coupled sublattices [A and B in
Fig. 4(b)] of resonators with different frequencies, w4 # wp.
Applying a multitone driving on the bonds that connect the
two sublattices, we can create an array of phases 6;; which
have a nontrivial flux around each plaquette. This will allow
us to probe integer quantum Hall physics with polaritons,?
without the use of circulators.

In summary, we have shown that in circuit QED, tunable
coupling between resonators can be implemented via sim-
ple Josephson circuits. We have developed this initial idea
into a profound theoretical basis for exciting multiresonator
experiments ranging from arbitrary sideband interactions
to setups scalable towards the many-body regime. On the
theoretical side, our results lend themselves to being expanded
to advanced scenarios, such as the relation between our
circuit models and Josephson junction arrays, the influence
of decoherence, or even the design of models with tunably
dissipative elements.
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APPENDIX A: LUMPED ELEMENT MODEL OF TWO
COUPLED RESONATORS

Here we derive the density Lagrangian (1) of Sec. II
from the quantum network theory perspective. The appendix
is divided into three parts: in the first one we review the
quantization of a single microstrip resonator. In the second
one, we consider the equivalent circuit of the coupled striplines
shown in Fig. 1(a) in its lumped element model [see Fig. 1(b)].
The Kirchhoff equations derived here will give rise to the
Lagrangian (1) in the continuum limit.

1. Single-oscillator description

Here, we detail the description for the single-resonator
case. The transmission line field equations are obtained from
their lumped circuit equivalent. Neglecting losses, it can be
described as a series of LC circuits.’”® In the continuum
limit, the resulting field equations can be obtained from the
Lagrangian

(AD)

)
Lo = %/ dx[co(x)p(x,1)* — lo(x) " dep(x,1)?],
-1

where co(x) and [y(x) are the capacitance and inductance per
unit of length, respectively; otherwise, ¢(x) = ($o/27m)p(x)
is the magnetic flux variable with &y, = h/2e the magnetic
flux quantum and @(x) the phase of the macroscopic wave
function describing the superconductor. The stationary modes
are found by solving the eigenvalues and eigenvectors for the
equation of motion (the Euler-Lagrange equations)

3 [lo(x) ™ 3, (x,1)] = co(x)d(x,1), (A2)

which is nothing but the wave equation in one dimension. The
solution to this equation is expanded in normal modes and
time-dependent amplitudes,

Px1) =Y guthun(x), (A3)

such that ¢, = —w,q,, with w, the resonator frequencies.
Therefore the eigenstates u, satisfy the differential equation
A [lo(x) ™' 81, (X)] = —wnco(X)u,(x). The u, satisfy the or-
thogonal relation

!
/ C().j(x)um,j(x)un.j(x)dx = Cr8um, (A4)
-l

with C, = f il co(x)dx the total capacitance of the resonator.

For homogeneous resonators, [y and ¢y are constant, and
we obtain the well-known case of equispaced eigenfrequencies
v, = (2n — 1)/21/Iycy with 21 the length of the superconduct-
ing resonator and u, = \/Esin[(Zn — Dmx/21].
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2. Two coupled oscillators

Consider the lumped element model depicted in Fig. 1(b).
The discrete modes of the electromagnetic field inside the
strips are described as arrays of LC oscillators, together with
the mutual inductances and capacitances, representing the
cross-talk. By applying the current conservation law at each
node of the circuit, we obtain a set of dynamical equations for
the node fluxes ¢; ,:

Axco()di n + Axcn ()10 — $20)
o) @rn—1 —d1a) Do) (P1n — Prag1)
T OAx L2 —1,(n)2  Ax lo(n)? — Ly(n + 1)2
In(m) (D201 —@2) L +1)  (P2041 — P20)
T Ax LR =12 Ax lo(n)?: —Ly(n+1)2
(AS)

and the equivalent equation for the second resonator. Above,
co(n) and lp(n) are the capacitance and inductance per unit
length, respectively, while ¢,,(n) and /,,(n) represent the mu-
tual capacitance and mutual inductance coefficients. Notice
that, in general, all these parameters are position dependent.
The former equations of motion are nothing but the Euler-
Lagrange equations associated with the following Lagrangian:

L=T-YV, (A6)
with

A . . .
r= TX ; o7+ En() D — Pjr1), (A7)

_ o Y .1 O
V= 2Ax X]: 12 = l(ny @in = ®ja1) 12 = 1,,(n)
X(Pjn — Pjn-1)@jr1.n — Pjr1n—1)- (A8)

We can now take the continuum limit Ax — 0, which implies
@ @jn — ¢;(x),
(b) Pl s ¢, (x),
© AxY, = [ dx.
Hence, the Lagrangian (A6) ends up as Eq. (1) in the main
text that we rewrite here for completeness,

1 ! . . A
=33 / a0 (0) = 11 0.1,
j=127-

(A9)

The fluxes ¢;(x) are thus coupled by the capacitance ¢(x)
and inductance [(x) matrices given in the main text (2).
The diagonal terms of these matrices represent the single-
resonator Lagrangian L derived in the previous section,
which depends on /p(x) and cp(x). On the other hand, the off-
diagonal contributions represent the coupling Lagrangian £,
described by the parameters [;; = lo,l;j = l,,,cjj = co + cp,
and ¢;; = —cp.

3. Generalization to more oscillators

We now show that the quantum description of two coupled
resonators presented above can be generalized to the case of N
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coupled resonators. We therefore extend the sum in Eq. (A9)
to N:

A N
L=3 i]-z:l / s 000) = 10,6006,

(A10)

where the ¢(x) and f(x) are now given by N x N matrices
with self-capacities (self-inductances) on the diagonal and
the mutual capacities (self inductances) on the off diagonal.
Following the same procedure as above we restrict ourselves
to the fundamental modes, split off the single-resonator
Lagrangians, and write the interaction part as

1 2

L= (cmqu- = +A2612->

2 2\ = gy
N-1

= .. I
+ E <—CmA1Q'i61i+1 + lngz%ql‘H) , (AID)
i=1 m

taking into account only nearest-neighbor interaction. The
Hamiltonian can finally be written as

N N-1
Hih =) waja; =3 gla; = a)aj,; —a;,)
j=1 j=1

N-—1
= gilal +apal,, +a;,).

i=I

(A12)

with w, g., and g; the same as in the two-resonator case. In
particular, from the resulting total Hamiltonian H the normal
frequencies can be found, giving

= L (14 L
O- =T e vl—10))
1 L
= _—
P+ =@ v+ L)

We finally notice that by making I, — (v — 1), i.e., two
straight parallel resonators, the formulas for the normal modes
match the case of two coupled LC circuits.

(A13)

APPENDIX B: LINEAR AND NONLINEAR COUPLINGS

The motivation in this Appendix is twofold. On the one
hand we estimate the validity of the linear approximation;
on the other hand, we explicitly compute the first nonlinear
corrections to the coupling.

We first expand the cosine in Lsquip (11),

2
(o)

_ ! 2\, 1 27144+ 81
B 5(30) v ﬁ(&) Pt B0

We recall that

¢ = uox/ﬁ(ai +a_) and a_ = \/Lz(al —az). (B2)
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Assuming Z = 50 €2 and defining

_ o227 ? 2T
E = Uy ()TO 2nzZ = MOW =10 Uy, (B3)
we can write for the expansion
2 £ , & 4
— —¢_ | =—-1+= ) == )
cos(q)o(b ) +4(a_+a ) 96(a_+a )

(B4)

1. Linear regime

The linear approximation is justified when the second-order
terms in Eq. (B1), or equivalently the average value and
fluctuations of the flux in Eq. (B4), are small. How does this
relate to actual experiments? In order to determine a condition
based on the number of photons we study the fluctuations (¢ ),
which are related to the expectation value

((al +a ) = 2((ala)) + (alar)) = 4n (B5)

with n the number of photons. Using the previous series we
conclude that linearization is strictly justified whenever n <
10/ ué, where u is the value of the mode wave function. For the
ring coupler layout, the same reasoning follows by replacing
ug — dyupAx in Egs. (B2) and (B3).

2. Nonlinear hopping terms
With the help of Pathak’s results,”® we compute,
(a_ + ai)4 =a* + 4(ai)3a, + 6(ai)2az
+6a'a+3+H.ec. (B6)

Notice that a_ = %fz(al — ay) [Eq. (B2)], so the above ends

up in a long expression hard to deal with. To make it simpler,
we assume that sidebands will select a2 or a'a and we resort
to a RWA argument to write

(a_ +a ) =6 ¥a® +1247a + 6(al)? + 64> +3. BT

Looking at each term we rewrite them in terms of the /ocal
bosonic operators a; and a;:

4(aT_)2a3 = (aI)zaf + (a§)2a§ + ZaIa;alaz

- ZaIa; (al2 + a%) +H.c., (B8)
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FIG. 5. (Color online) Energies of the full Hamiltonian of two
LC resonators with frequency w; coupled by a SQUID (11), as a
function of the effective Josephson energy E.i. We plot the transition
frequencies relative to the ground state, w, = (E, — Ey)/h. Note
the splitting between energy levels which is linear with E.g. The
inset shows the energy splitting A,,, for n = 1 (solid) and 2 (circles)
photons, in perfect agreement with our linearized theory.

2a' ) = (al? + (a))? — 2alal, (B9)

ZaT,a, = a;ral + a;az — aIag — aial. (B10)

3. Full diagonalization

We conclude this Appendix by computing the full diago-
nalization of the Hamiltonian associated with Eq. (11). More
precisely, we consider two zero-mode resonators connected
by a single SQUID element and diagonalize everything in the
Fock basis of the oscillators. The SQUID acts as a nonlinearity
whose bounded strength can be faithfully reproduced using
Fock operators in a truncated basis. In Fig. 5 we show the
resulting spectrum, with the energy splitting induced by the
effective coupling, which is approximately linear in the SQUID
strength. Note that for a small number of photons the energy
splitting is the same, demonstrating the linear behavior of the
element.
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