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Quantum dot–quantum dot interactions mediated by a metal nanoparticle:
Towards a fully quantum model
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We study the interactions between two semiconductor quantum dots (SQDs) coupled to a metal nanoparticle
using different approximations. In particular, we identify and address issues in modeling the system using a
semiclassical approach. We find that a semiclassical approach to model the coupling between the SQDs can lead
to unstable, oscillatory, and chaotic behavior in a strong SQD–SQD coupling regime. This nonlinear behavior is
shown to be due to a breaking of the identical particle symmetry. Additionally, we see that this chaotic behavior is
closely related to the type of decoherence present in the system, specifically, whether the decoherence is collective
or noncollective between the two SQDs. This provides insight into proper accounting of these important, but often
neglected, interactions. When the system is modeled using a more quantum mechanical approach, this chaotic
regime is absent. Finally, we compare the two models on a system with a strong plasmon-mediated interaction
between the SQDs and a weak direct interaction between them. In this case, we find that while the results of the
two models are similar, dipole blockade and the level splitting of the single-exciton states in the quantum model
give rise to nontrivial differences between the two models.
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I. INTRODUCTION

The nanoscale transmission of quantum information and
excitations between qubits for quantum communication,
quantum computing, and quantum measurement will require
transfer where the quantum character of the information
can be maintained. At submicron distances, this means
directed transmission must be carried out with better than
wavelength-scale resolution. One possible solution to this
limitation is coupling qubits, for example in quantum dots,
to plasmonic structures. It has been predicted that below
the diffraction limit, highly efficient directed energy transfer
over plasmonic wires consisting of chains of closely spaced
metal nanoparticles could be achieved.1 Furthermore, it has
been predicted that large entanglement, either spontaneously
formed or in a continuously driven steady state, would be
possible between qubits coupled to a plasmonic waveguide
over distances exceeding a wavelength.2 Lastly, it is worth
noting that by coupling the broad, continuous, plasmonic
response of plasmons to the discrete excitons of quantum
emitters, these structures are an ideal system to study at the
interface between classical and quantum physics.

Several recent experiments have already shown very
promising results in these structures. Efficient exciton-
plasmon-photon conversion and an enhanced emission rate
with the coupling of a CdSe quantum dot to a silver nanowire
have been demonstrated.3,4 When coupled to elongated metal
nanoparticles, the photoluminescence intensity of quantum
dots is enhanced in a polarization-selective way,5 and when
coupled with a nano-optical Yagi-Uda antenna, the quantum
dot emission can be made unidirectional.6 Exciting results have
been attained showing that quantum coherence can survive in
plasmonic structures, such as the transportation of entangled
photons by surface plasmons7 and the energy-time entangle-
ment of a pair of photons following a photon-plasmon-photon
conversion.8 Furthermore, it has been demonstrated that during

plasmon propagation in metallic waveguides, losses appear to
follow a linear uncorrelated Markovian model of damping
at the single quanta level, showing the quantum regime of
plasmonics is realistic.9 In related work, the quantum statistics
of the light from a quantum emitter (in this case, the color
center of a nanodiamond) was shown to be preserved after
conversion to plasmons and propagation in a polycrystalline
gold film.10 Recently, researchers have shown that using a
two-step lithographic process, with the first step resulting in
a polymer template, it is possible to control the deposition
of quantum dots near nanowires, which should make more
complicated structures accessible in the near future.11

Previously, the modified, hybrid response of a single semi-
conductor quantum dot (SQD) coupled to a nearby metallic
nanoparticle (MNP), using semiclassical approximations, has
been extensively studied12–19 in the weak coupling regime,12

in a strong coupling regime,13–16 and with multiple metal
nanoparticles.17,18 Also, it has been predicted that a single
emitter coupled to the plasmonic cavity of a patch antenna can
exhibit a large Purcell factor, collection efficiency, and spectral
width.20 Furthermore, a cross-shaped nanoantenna driven by
a quantum dot has been proposed as a source of polarization
entangled photons, offering both large enhancement to the
spontaneous emission rate of the SQD and high extraction
efficiency.21

Recently, several theoretical investigations have gone be-
yond the semiclassical limit in studying this system by treating
the plasmon-exciton interaction with quantum mechanical
methods, such as treating the plasmon in the quasimode
formalism commonly employed in cavity QED.22 When the
semiclassical results of a single quantum dot interacting with
a metal nanoparticle are compared to a cavity-QED treatment,
the semiclassical results can be corrected by properly account-
ing for dephasing by using a random phase jump method.23

Also, by using a Green’s function approach to study a system
comprised of one or two quantum emitters coupled through
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a nanorod, an optimal emitter-wire separation for excitation-
plasmon conversion was found and plasmon-mediated cou-
pling between the two emitters was studied.24 In addition
to quantizing the local field produced by the metal particle,
progress has been made in better understanding the inherent
quantum properties of very small metal particles, including
size quantization effects25,26 and the plasmon coupling to
atomic-scale transport.27

We discuss here the response of a hybrid nanostructure
molecule consisting of two SQDs coupled to a single MNP,
subject to an applied electric field. The field couples to both of
the SQDs as well as the MNP, and all three constituents interact
with each other through a dipole-dipole coupling. To model
such a complex system, a number of approximation schemes
must be employed. Different choices for the approximations
can result in predictions that differ both qualitatively and
quantitatively. Therefore, a careful examination is needed of
the various techniques that are commonly employed.

Furthermore, with two SQDs being considered as part
of an open quantum system, the nature of the coupling to
the bath is of increased importance. Two identical quantum
objects, coupled in phase to the same bath mode, will decohere
collectively. However, a slight detuning of their resonances
will introduce a decoherence in each object independent
of the other (and thus noncollective). Coupling to bath
modes internal to each object, respectively (exciton-phonon
coupling inside a quantum dot, for example28), introduces an
additional source of noncollective decoherence. This question
of collective versus noncollective decoherence can determine
if and how a symmetry can be broken, further complicating
the modeling of the system.

The focus of this paper is to identify and address these
issues in modeling hybrid systems. Using a semiclassical
approach to model the coupling between the SQDs, we find
that such an approximation can lead to unstable, oscillatory,
and chaotic behavior in the strong SQD–SQD coupling regime.
This nonlinear behavior is shown to be due to a breaking of the
identical particle symmetry. When the system is modeled using
a quantum mechanical model for the SQD–SQD coupling,
this instability is removed. Additionally, we see that this
chaotic behavior is closely related to the type of decoherence
present in the system, specifically, whether the decoherence
is collective or noncollective between the two SQDs. This
provides insight into the proper accounting of these important,
but often neglected, interactions.

The paper is organized as follows. In Sec. II, we look at
the SQD–MNP–SQD molecule in detail and discuss various
models to describe it. In Sec. III, we use a simple semiclassical
approach to model the system and find a regime of highly
chaotic behavior in the case of identical SQDs. We explore this
behavior in detail and see that it is due to a symmetry breaking
induced by noncollective decoherence. Additionally, we find
that this chaotic behavior is removed from the system with an
increased coupling to the MNP. The coupling to the classical
plasmon of the MNP in this model effectively washes out
the nonlinear effect. In Sec. IV, we replace the semiclassical
SQD–SQD direct coupling term with a quantum mechanical
interaction term consistent with molecular quantum electro-
dynamics. In this case, we note the absence of the chaotic
behavior. In its place, we find a dipole blockade induced by the

FIG. 1. An applied field induces a polarization in the MNP and
both SQDs, which in turn allows for a dipole-dipole coupling between
the three particles.

splitting of the symmetric and antisymmetric SQD eigenstates.
We then take a closer look at dipole blockade and compare the
two models in the weak SQD–SQD coupling regime. Finally,
we present our conclusions in Sec. V.

II. SQD–MNP–SQD HYBRID MOLECULE

We consider a hybrid nanomolecule composed of two SQDs
with radii r1 and r2 interacting with a spherical MNP of
radius a, separated from the MNP by the center-to-center
distances R1 and R2, respectively (see Fig. 1). The entire
system is subject to an applied electric field E = E0 cos(ωt),
where E0 is the magnitude of the driving field and ω is
the angular frequency at which it oscillates. We model the
SQDs as spherical semiconductors with a dipole located at the
center of each. We treat the SQDs as an effective two-level
quantum system in the density matrix formalism with exciton
energies h̄ω1 and h̄ω2, transition dipole moments μ1 and μ2,
and dielectric constants ε1 and ε2. In the dipole limit, only the
three bright excitons (one for each optical axis) of each SQD
participate in the interaction. The direction of the applied field
determines which exciton is excited. However, dark excitons
do contribute to the exciton lifetime. We treat the MNP as a
classical spherical dielectric particle with dielectric function
εM (ω), and imagine the entire system to be embedded in a
material of dielectric constant εB .

Each quantum dot has three interactions. The first is the
direct coupling to the applied field. Second, each SQD interacts
with the electric field produced by the MNP. Last, the SQDs
interact with each other. Similarly, the MNP responds to the
applied field as well as to each SQD. We solve the system
self-consistently.

We begin by writing the Hamiltonian for the two SQDs
Htotal as

Htotal = h̄ω1â
†
1â1 + h̄ω2â

†
2â2 + H1↔2

−μ1ESQD1 (â1 + â
†
1) − μ2ESQD2 (â2 + â

†
2),

where â1(2) and â
†
1(2) are the exciton annihilation and creation

operators for SQD1(2) andH1↔2 represents the direct coupling
between SQD1 and SQD2. ESQD1 is the electric field at the
center of SQD1 that consists of the applied, external field E,
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and the induced field produced by the polarization of the MNP
EM,1. Thus, ESQD1 is

ESQD1 = 1

εeff1
(E + EM,1), (1)

where εeff1 = 2εB+ε1
3εB

is the screening factor of SQD1. The field
on SQD1 from the MNP is

EM,1 = 1

4πεB

sαPMNP

R3
1

, (2)

where sα = 2 (−1) when the applied field is parallel (perpen-
dicular) to the major axis of the system. (ESQD2 is calculated
similarly.)

In the dipole limit, the polarization of the MNP is29

PMNP = (4πεB)γ a3

(
E + 1

4πεB

sαPSQD1

εeff1R
3
1

+ 1

4πεB

sαPSQD2

εeff2R
3
2

)
,

where γ = εM (ω)−εB
2εB+εM (ω) . Making use of the density matrix ρ to

calculate the polarization of the SQD, we take the ensemble
average of the dipole moment. We take as our states |1〉 = |00〉,
|2〉 = |10〉, |3〉 = |01〉, and |4〉 = |11〉 (where, for example,
|10〉 is the state with SQD1 excited and SQD2 in its ground
state). We then have PSQD1 = μ1(ρ12 + ρ21 + ρ34 + ρ43) and
PSQD2 = μ2(ρ13 + ρ31 + ρ24 + ρ42) (see Ref. 30). This allows
us to write ESQD1, but we still need an expression for H1↔2 to
complete our calculation of Htotal.

A. SQD–SQD interaction

We have several choices for the SQD–SQD coupling
terms in our Hamiltonian. If we treat the field produced
by the SQD1 as a classical electric field produced by a
dipole with polarization PSQD1 = μ1(ρ12 + ρ21 + ρ34 + ρ43)
(similarly for SQD2), as we did in treating SQD–MNP
interactions, then we have

H1↔2 = −μ1 �E2→1(â1 + â
†
1) − μ2 �E1→2(â2 + â

†
2),

H1↔2 = −μ1
1

4πεB

sαPSQD2

εeff2εeff1(R1 + R2)3
(â1 + â

†
1)

−μ2
1

4πεB

sαPSQD1

εeff1εeff2(R1 + R2)3
(â2 + â

†
2) .

In taking this approach, we are assuming that we can replace
a quantized field, produced by the exciton, with a mean field
value computed by the density matrix. This is a semiclassical
approximation.

Alternatively, we can calculate this interaction with quan-
tum electrodynamics. Two identical, two-level molecules
interacting with a common electromagnetic mode, with a
radiative decay rate γemitter = 1

τ
, separated by a distance d,

have an interaction Hamiltonian of the form31

H1↔2 = h̄ δ (â1 + â
†
1) (â2 + â

†
2), (3)

where δ, the interaction energy, is calculated in the dipole limit
as

δ = 3

4τ

[
[cos2(θ ) − 1]

cos(ζ )

ζ

+ [1 − 3 cos2(θ )]

(
cos(ζ )

ζ 3
+ sin(ζ )

ζ 2

)]
, (4)

where ζ = ωd
c

, c is the speed of light, and θ denotes the
phase difference of the bath mode at the locations of the two
molecules.

B. Numerical calculations

We take E parallel to the axis of our SQD–MNP–SQD
molecule (unless otherwise noted), i.e., sα = 2 and we take
the dielectric constant of the background to be εB = ε0. For
the MNP, we take εM (ω) as the bulk dielectric constant of gold
as found experimentally.32 For a small, spherical, gold MNP,
the response has a broad plasmon peak near 2.4 eV with a
width of approximately 0.25 eV. We let the radius of the MNP
vary between 3 and 8 nm.

For the SQDs, we take ε1 = ε2 = 6 ε0 and for the exciton
resonant frequency we take it to be 2.5 eV, which is near the
broad plasmon frequency of gold. For the MNP size regime
we consider, the plasmon resonance for a sphere varies little
with particle size. However, the size, shape, and material of
the SQD strongly determine both the exciton energy level and
its dipole moment. In this paper, we consider the simplest
model and ignore this size dependence. While this is an
oversimplification, it allows us to identify the range of optical
signatures which are possible in the strong-field limit. Recent
measurements of SQD dipole moments have yielded values of
≈ 1 e nm for self-assembled QDs (Ref. 33) and several times
that for interface fluctuation QDs.34 For the dipole moments
of the SQDs, we let them vary between 0.25 and 4.0 e nm,
corresponding to a SQD size of 2 to 20 nm. For the purposes
of this investigation, this range is a reasonable coverage of
the observed values that allows us to test the full spectrum of
behavior.

III. SEMICLASSICAL APPROACH
TO SQD–SQD COUPLING

We first model the system using the semiclassical approxi-
mation for the SQD–SQD coupling. Our Hamiltonian becomes

Htotal = h̄ω1â
†
1â1 + h̄ω2â

†
2â2

− 2h̄ cos ωt�1 (â1 + â
†
1) − 2h̄ cos ωt�2 (â2 + â

†
2)

− h̄G1(ρ12 + ρ21 + ρ34 + ρ43) (â1 + â
†
1)

− h̄G2(ρ13 + ρ31 + ρ24 + ρ42) (â2 + â
†
2)

− h̄F (ρ12 + ρ21 + ρ34 + ρ43) (â2 + â
†
2)

− h̄F (ρ13 + ρ31 + ρ24 + ρ42) (â1 + â
†
1),
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where we have defined

G1 = γ a3μ2
1s

2
α

4πεBεeff1h̄R6
1

,

�1 = E0μ1

2h̄

(
1 + γ a3sα

εeffMR3
1

)
,

F = μ1μ2s
2
α

4πεBεeff1εeff2h̄

(
1

(R1 + R2)3
+ γ a3

R3
1R

3
2

)
,

G2 and �2 are defined similarly. G1 arises when the applied
field polarizes SQD1, which in turn polarizes the MNP and
then produces a field to interact back on SQD1. Thus, this
can be thought of as the self-interaction of SQD1 because this
coupling to SQD1 depends on the polarization of SQD1. The
first term in �1 is just the direct coupling to the applied field
and the second term is the field from the MNP that is induced
by the applied field. F arises from the interaction between the
two dots. The first term is the direct coupling and the second
term is the interaction mediated by the MNP.

We solve the master equation

ρ̇ = i

h̄
[ρ,HSQD] − (ρ), (5)

where (ρ) is the relaxation matrix. To find the entries of
(ρ), we assume the baths of our SQDs are uncorrelated.
For a noninteracting system, we could write ρ = ρ(2) ⊗ ρ(1)

where ρ(1) and ρ(2) are the 2 × 2 density matrix in the single
SQD case for SQD1 and SQD2, respectively, and ρ is the
4 × 4 density matrix for the combined system. We use this
relation and the relaxation matrix for a single SQD with entries


(1)
11 = ρ

(1)
11 −1
τ1

, 
(1)
12 = 

(1)∗
21 = ρ

(1)
12
T1

, and 
(1)
22 = ρ

(1)
22
τ1

where the
superscript indicates this is for SQD1 (similarly for SQD2).
Making use of the master equation and ρ = ρ(2) ⊗ ρ(1), we
arrive at the 4 × 4 matrix (ρ) for a noninteracting 2 SQD
system:

(ρ) =

⎛
⎜⎜⎜⎜⎝

− ρ22

τ1
− ρ33

τ2

ρ12

T1
− ρ34

τ2

ρ13

T2
− ρ24

τ1

ρ14

T1
+ ρ14

T2
ρ21

T1
− ρ43

τ2

ρ22

τ1
− ρ44

τ2

ρ23

T1
+ ρ23

T2

ρ24

T2
+ ρ24

τ1
ρ31

T2
− ρ42

τ1

ρ32

T1
+ ρ32

T2

ρ33

τ2
− ρ44

τ1

ρ34

T1
+ ρ34

τ2
ρ41

T1
+ ρ41

T2

ρ42

T2
+ ρ42

τ1

ρ43

T1
+ ρ43

τ2

ρ44

τ1
+ ρ44

τ2

⎞
⎟⎟⎟⎟⎠ .

We assume that the same (ρ) applies if the two dots interact
and ρ is no longer separable.

Again, from looking at the single dot case, we make the
following factorizations analogous to those made in the SQD–
MNP system:13

ρ12 = (A12 + iB12)eiωt , ρ13 = (A13 + iB13)eiωt ,

ρ14 = (A14 + iB14)e2iωt , ρ23 = (A23 + iB23), (6)

ρ24 = (A24 + iB24)eiωt , ρ34 = (A34 + iB34)eiωt ,

and note that ρij = ρ∗
ji . Making use of these definitions and the

rotating-wave approximation, we arrive at a set of 16 coupled,
nonlinear differential equations. For the SQD relaxation times
in this model, we take τ1 = τ2 = 0.8 ns and T1 = T2 = 0.3 ns.

In the steady-state limit, we set the time derivative of the
A’s, B’s, as well as the diagonal density matrix elements to
zero. Due to the nonlinear nature of the differential equations,

more than one steady-state solution can exist for certain values
of the parameters. In these regions, we must solve the full set of
dynamical equations, allowing them to evolve from the initial
conditions for times on the order of 10 ns to reach the steady
state.

A. Weak-field limit

In Fig. 2, we compare the response of the SQD–MNP–
SQD system to that of the SQD–MNP system in the weak-
field limit (intensity of 1 W/cm2). For each system, we plot
the absorption of the SQD(s) QSQD, the absorption of the
MNP QMNP, and the absorption of the total system Qtotal. In
all the plots, we see that the peak of the response shifts and
broadens for small values of particle separation. The shift and
broadening of this resonance peak when the particles are very
close shows a hybrid excitation with a shortened lifetime.

When we compare the response of the SQD–MNP–SQD
system (top of Fig. 2) to that of the response of single SQD
coupled to a spherical MNP (bottom of Fig. 2), we find an
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FIG. 2. (Color online) Energy absorption due to the MNP, the
SQD, and the total, respectively, as a function of detuning, for two
SQDs coupled to a spherical MNP (top), and for a single SQD coupled
to a spherical MNP (bottom). All calculations were in the weak-field
limit and particle separation was varied (the two SQD cases were
treated symmetrically, R = R1 = R2, μ = μ1 = μ2, and ω1 = ω2 =
2.5 eV). In both sets of plots, we take a = 7.5 nm and μ = 0.5 e nm.
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overall enhancement of the interaction. We first note that the
magnitude of the absorption is nearly doubled when compared
to the single SQD case for most particle separations. When the
particles are far apart, the interparticle coupling is weak, and
most of the absorption is due to the SQDs. Thus, the doubling
is simply the absorption of the additional SQD. When the
particles are close together, the interparticle coupling is strong
and most of the absorption is in the MNP. The peak of the
absorption in this case is due to the constructive interference
of fields at the MNP, from the SQDs. Thus, the additional SQD
doubles the magnitude of this field.

In addition to enhancing the magnitude of the absorption,
we also have an increase in the interparticle coupling strength.
This is evident in the increased shifting and slight broadening
of the response, for a given R, when compared to the single
SQD case. This indicates that a larger particle separation in the
SQD–MNP–SQD system than in an SQD–MNP molecule can
achieve a similar shift and broadening in the hybrid response.

B. Strong-field limit: a versus μ parameter space

We now consider the large-field limit as previously
defined12 (intensity of 103 W/cm2). By manipulating a and
μ (μ ≡ μ1 = μ2), which are effectively the sizes of the MNP
and SQDs, respectively, we can change the relative strengths
of the local fields and, in turn, the strengths of the five different
couplings (G, and the two terms that make up each of � and
F ). Looking at the solutions to the differential equations, both
dynamically and in the steady-state limit, we find five distinct
regimes of behavior in the a versus μ parameter space for a
double SQD molecule (see the top of Fig. 3). Regions I, II, and
III as well as the suppression regime were discussed in detail
for an SQD–MNP molecule.13,14 We direct the reader there for
a full description of these effects. The new regime of behavior
will be discussed in the following.

Comparing the parameter-space diagram of the SQD–
MNP–SQD molecule to that of the SQD–MNP molecule
(bottom of Fig. 3), we note several differences. First, we see
that the threshold separating regions I and II is at a value of
μ which is about half of that in the single SQD case. The
appearance of an exciton-induced transparency (EXIT) occurs
when the induced electric fields from the SQD overtake the
applied field in magnitude at the location of the MNP. However,
the addition of the second SQD effectively doubles the size of
this internal field, which could equivalently be produced by
an SQD with twice as large of a dipole moment. There is a
similar effect that shifts the boundary between regions II and
III, as well as the emergence of suppression. The appearance
of bistability in the system is caused by feedback through
the self-interaction. With the addition of a second SQD,
there is increased feedback through the SQD–SQD interaction
which leads to an enlargement in region III. This SQD–SQD
interaction also provides the feedback for the constructive and
destructive interference that leads to suppression. We see that
not only does this enhance these effects, but it will also allow
for the appearance of suppression even without the MNP,
which obviously can not occur in the single SQD case. For
an SQD–SQD molecule, the self-interaction is mediated by
the coupling to the other SQD.
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)

Region II: EXIT

Region I: Fano

Region III:Transition:
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  (
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)
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Region III:
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Bistability

Transition:

SQD-MNP

FIG. 3. μ vs a phase diagram comparison for R = 13 nm in
the strong-field limit comparison between (bottom) an SQD–MNP
system showing four regimes of behavior and (top) an SQD–MNP–
SQD system showing five regimes of hybrid behavior.

C. Transition: Chaotic solutions

In addition to the enhancement in the appearance of
EXIT, suppression, and bistability, we also note that the
transition region is more complicated than in the single SQD
case: chaotic behavior emerges from a strong SQD–SQD
interaction. In fact, strong coupling to the MNP provides a
quenching for this effect. Subsequently, it is best studied in the
limit where there is no MNP (a = 0).

In this transition regime, for a range of frequencies just
above the natural resonance of the SQDs, the system no longer
reaches a steady state (see Fig. 4). In this frequency range
(ω − ω0 ≈ 35 μeV to 50 μeV, with ω0 ≡ ω1 = ω2, for
a = 0 nm, μ1 = μ2 = 3.0 e nm, and R1 = R2 = 13 nm), the
solutions oscillate within a narrow envelope. We also note that
despite the symmetry between the two SQDs, the population
densities for the singly excited SQD states ρ22 and ρ33 are
no longer identical for these solutions. We thus speculate that
noise in the numerical calculations causes the symmetry to
be broken. In fact, when the calculations are performed with
increasingly greater numerical precision, much of this chaotic
behavior can be eliminated. However, in our calculations, it
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FIG. 4. Density matrix elements plotted as a function of detuning
for two interacting, strongly coupled SQDs (a = 0 nm, μ1 = μ2 =
3.0 e nm, and R1 = R2 = 13 nm). The response of the system shows
discontinuity for detunings near 0.05 meV. For these frequencies, the
system no longer reaches a steady state.

could never be removed completely, even when the numerical
noise present in the system (less than 1 part in 1010) was much
smaller than the natural noise a realistic system would exhibit
by at least several orders of magnitude.

1. Explicit symmetry breaking

To explore the effect of the SQD–SQD identical particle
symmetry, we look at the effect of breaking it explicitly. This
can best be done again without the presence of the MNP, and
by slightly shifting the dipole moment, or the bare resonance
frequency of one of the SQDs. However, care must be taken
in detuning the SQD resonances as too large of a shift would
cause them to uncouple.

When the SQD–SQD symmetry is broken explicitly, we
see more chaotic behavior. We can see that the frequency
range over which the system displays this oscillatory behavior
increases (see Fig. 5 and the top left plot of Fig. 4 for com-
parison). As we noted above, when only numerical rounding
provides the symmetry breaking, the range of frequencies over
which the system oscillates is only 15 μeV. However, when
the symmetry is broken explicitly, by either shifting one of the
bare SQD resonances or by increasing one of the SQD dipole
moments, this frequency range increases to around 125 μeV,
nearly a full order of magnitude increase. This increase occurs
even when the symmetry is broken by a trivial amount (1 part in
108) and increasing the numerical accuracy of the calculations
no longer has any effect in reducing the chaotic behavior.

We also note that varying the amount by which the
symmetry is broken is largely unimportant. Once a certain
threshold is reached, the frequency range of the oscillations
reaches a maximum, as does the envelope in which the
solutions oscillate in. We do note, however, there is a small
difference from the behavior shown in Fig. 4 and that in Fig. 5,
which can be seen in the two rightmost plots in Fig. 5. The
chaotic oscillations start from the edges of a frequency window
with the innermost points displaying a more regular oscillatory
nature.
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FIG. 5. ρ11 plotted as a function of the detuning between the
driving field and SQD1 for four cases of explicit symmetry breaking.
In all cases, a = 0 nm, μ1 = 3.0 e nm, and R1 = R2 = 13 nm were
held fixed. The top two plots show μ2 = μ1 + δ symmetry breaking
with ω1 = ω2. The bottom two plots show ω2 = ω1 + δ symmetry
breaking with μ1 = μ2.

When we focus on a particular value of detuning inside the
frequency window of this chaotic behavior, we see that the
time evolution for that particular frequency is complicated,
but more structured than scanning over the detuning would
lead one to believe (Fig. 5). In Fig. 6, we see that the system
initially undergoes fast oscillations due to Rabi flopping and
the slight detuning (t = 0 ns to ≈1 ns). The system then settles
into what would be a typical steady-state solution. Then, at a
point between 2 and 5 ns, the system again acts as though it is
far from equilibrium and undergoes large oscillations. Within a
further 2 ns, the system then settles into a stable and undamped
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FIG. 6. Evolution of ρ11 as a function of time, for a = 0 nm, μ1 =
μ2 = 3.0 e nm, R1 = R2 = 13 nm, and ω1 = 2.5 eV, for a driving
frequency in the chaotic regime (ω − ω1 = 0.75 meV). Shown are
the responses for explicit symmetry breakings of ω2 as labeled. Insets
show that the frequency of the secondary oscillation does not appear
to depend on the amount of the symmetry breaking.
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oscillatory behavior. So, although the behavior appears to be
very noisy when viewed as a function of driving frequency, for
each particular frequency the behavior is very different than
that of the weak-coupling regime, but still is predictable.

Furthermore, the frequency of these secondary oscillations
appears to be unaffected by the degree of the symmetry
breaking (see insets of Fig. 6). From the time evolution of
ρ11, we see that the secondary oscillations for an explicit
symmetry breaking on the orders of 10−6 and 10−8 have nearly
the same frequency. However, the onset into the oscillatory
behavior can be significantly different, even for these small
symmetry-breaking terms, with oscillatory behavior onset
earlier in the case of the larger symmetry breaking (2 ns
compared to 4 ns). This remains the case even for increasingly
large symmetry breaking.

2. Symmetric-antisymmetric basis

We now focus on the behavior of the two individual SQDs
when in this chaotic regime by looking at the probabilities that
exactly one SQD is excited (ρ22 and ρ33, respectively). In the
absence of the MNP, with μ1 = μ2 = 3.0 e nm, R1 = R2 =
13 nm, ω1 = 2.5 eV, and ω2 = ω1(1 + 10−8), and for a driving
frequency in the chaotic regime (ω − ω1 = 0.75 meV), we see
that the two SQDs beat out of phase for times t � 3 ns (see
Fig 7).

Due to the approximate symmetry between the dots, it
is worthwhile to consider the symmetric and antisymmetric
bases. We define the symmetric and antisymmetric states as

|S〉 = 1√
2

(|2〉 + |3〉), |A〉 = 1√
2

(|2〉 − |3〉).

With these definitions, we can calculate the density matrix
components for these new basis states as

ρSS = 1
2 (ρ22 + ρ33 + ρ23 + ρ32),

ρAA = 1
2 (ρ22 + ρ33 − ρ23 − ρ32).

When the SQD1–SQD2 symmetry is unbroken, |S〉 is
coupled to the driving field, while |A〉 remains uncoupled.
However, there is coupling to the antisymmetric state by
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FIG. 7. Time evolution of ρ22, ρ33, ρSS, and ρAA, for a = 0
nm, μ1 = μ2 = 3.0 e nm, R1 = R2 = 13 nm, ω1 = 2.5 eV, and
ω2 = ω1(1 + 10−6), for a driving frequency in the chaotic regime
(ω − ω1 = 0.75 meV). ρ22, ρ33, and ρSS are initially driven and
quickly oscillate, while ρAA slowly fills due to relaxation.

means of relaxation matrix (ρ) due to the fact that we
have thus far treated the SQDs’ relaxation in a noncollective
manner. For example, the double-exciton state |4〉 relaxes into
both the symmetric state and antisymmetric state with equal
probabilities. This can be seen in the right-hand side of Fig. 7.
The symmetric state initially oscillates as the applied field
drives the system, whereas the antisymmetric state slowly fills
due to relaxation of |4〉, on a time scale corresponding to
τ1 = τ2 = 0.8 ns.

In Fig. 7, we see that, initially, the system oscillates until
damping causes it to begin to settle into a semistable steady
state. At about t = 1 ns, the initial Rabi oscillations have
damped out, ρ22 is nearly equal to ρ33, and ρSS is nearly equal to
ρAA. As the system continues to evolve, ρ33 begins to decrease,
while ρ22 continues to climb. Meanwhile, both ρAA and ρSS

slowly increase. This eventually culminates in the oscillations
occurring at t ≈ 2 ns. These oscillations eventually become
regular as the system oscillates between two different steady
states indefinitely. Returning to the a versus μ parameter space
(top of Fig. 3), we see that the introduction of a small MNP
(a = 4 nm) to mediate the interaction is enough to quench the
SQDs from beating.

When the degree of symmetry breaking is held fixed, and
the system evolution is analyzed for particular values of the
detuning inside the frequency range of chaotic behavior, we see
that the onset of the oscillations occurs sooner for frequencies
near the endpoints of this window (see Fig. 8). For a fixed set
of μ1, μ2, R1, R2, ω1, and ω2, the delay reaches a maximum of
4.5 ns at approximately ω − ω1 = 80 μeV. We also note that
near this maximum delay, the magnitude of the oscillations is
greatest.

The maximum delay in the onset occurs at longer times
for smaller symmetry-breaking terms (see Fig. 9). With
μ1 = 3.3 e nm and μ2 = μ1(1 + 10−10), the onset can take
up to 40 ns for particular values of the detuning. In fact, with
μ2 = μ1(1 + 10−n), the peak in the onset appears to increase
linearly with the exponent n [or equivalently − ln(μ2 − μ1)]

0

1

ρ 11
ρ 11

ρ 11
ρ 11

ρ 11
ρ 11

0 2 4 6
t (ns)

0

1

ρ 11

ω−ω0 = 160 μeV

ω−ω0 = 120 μeV

ω−ω0 = 80 μeV

ω−ω0 = 40 μeV

ω−ω0 = 0 μeV

ω−ω0 = −20 μeV

ω−ω0 = 220 μeV

FIG. 8. The secondary oscillations occur over a range of the
applied frequencies (ω − ω1 = 0 μeV to 200 μeV). In all cases,
the other system parameters and initial conditions are held fixed
(μ1 = 3.25 e nm, μ2 = 3.27 e nm, R1 = R2 = 13 nm, ω0 ≡ ω1 =
ω2 = 2.5 eV).
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FIG. 9. The onset of chaotic behavior as a function of detuning
for three regimes of symmetry breaking μ2 = μ1(1 + 10−n) with
n = {2,6,10}, plotted for each value of μ1 as indicated. For each of
the three plots we see that the delay in the onset increases as the
magnitude of the symmetry breaking decreases. When the three plots
are compared, the peak in the onset appears to shift to a larger detuning
(from ω − ω1 = 90 μeV to ω − ω1 = 100 μeV) as the magnitude of
μ1 (and thus μ2) increases from 3.0 to 3.3 e nm.

inside the chaotic regime. Over this range of n shown in the
figure [n = (2,10)], which covers eight orders of magnitude
in the symmetry-breaking term, this relationship is found to
be (including additional intermediate data points not shown in
Fig. 9 for clarity)

t
(max)
onset =

⎧⎨
⎩

1.08n + 0.11 for μ1 = 3.0 e nm,

1.66n − 0.62 for μ1 = 3.1 e nm,

4.23n − 4.15 for μ1 = 3.3 e nm.

So, not only does onset increase linearly with increasing n,
but it also increases with increased coupling strength (larger
magnitude of μ1, and thus μ2). In addition to the increase in
onset as the coupling strength increases, we also see that the
detuning at which the peak in the onset occurs shifts to higher
energies for a fixed value of n. For example, with n = 10,
the detuning where the peak is located shifts from ω − ω1 =
90 μeV to ω − ω1 = 100 μeV, when μ1 is increased from 3.0
to 3.3 e nm.

This relationship between the degree of symmetry breaking
and the delay in onset explains what we saw in Fig. 5. There,
we noticed that the plots on the right-hand side had a more
regular behavior towards the middle of the frequency band
that displays the chaotic behavior. However, in Fig. 9, we see
that detunings near these frequencies take much longer for the
onset of chaotic behavior. In these cases, the initial semistable
state that the system first evolves into is more stable than for
fields driving the system near the edges of the chaotic regime
frequency window. Thus, a larger asymmetry must be built up
in the system before the system can be knocked out of this
semistable state, which accounts for this additional time.

Since the antisymmetric state is a higher-energy state
than the symmetric state, the location of the antisymmetric
resonance is above the bare resonance and is in fact in this

chaotic region. Since the interaction term between the two
SQDs is h̄F , times the transition dipole moment operator,
we can estimate the splitting between the symmetric and
antisymmetric states to be 2h̄F 〈μ〉. For μ1 = 3.25 e nm,
μ2 = 3.27 e nm, R1 = R2 = 13 nm, this splitting is approx-
imately 100 μeV, so we expect the antisymmetric mode to
be around ω − ω1 = 50 μeV which is very close to the
location of the maximum delay in the onset of secondary
oscillations. However, energy splitting and level repulsion
between quantum levels is obviously a quantum effect, thus
we can expect that the semiclassical approximation for the
SQD–SQD coupling breaks down here.

IV. TOWARDS A MORE QUANTUM
MECHANICAL APPROACH

Previously, we took the single SQD relaxation matrix as a
basis to construct the two-particle relaxation matrix in order to
model the interaction with the bath. If we define the Lindblad
operator as

L(Â,B̂) ≡ ÂρB̂† − 1
2 (B̂†Âρ + ρB̂†Â), (7)

then this method is equivalent to taking four Lindblad terms,
namely, relaxation of SQD1, L(â1,â1), relaxation of SQD2,
L(â2,â2), dephasing of SQD1, L(â†

1â1,â
†
1â1), and dephasing

of SQD2, L(â†
2â2,â

†
2â2). However, since we are treating the

SQDs to be very close spatially, and very near to each other
in resonance, they can both interact with the same bath.
For example, both dots would interact with the same photon
modes. As a consequence, spontaneous decay into these modes
should occur due to the coherent response of the two dots
(superradiance). Thus, there are two other Lindblad terms that
we should consider,L(â1,â2) andL(â2,â1), i.e., a bath-induced
interaction between the two dots. If we allow the two SQDs
to interact with the same bath mode, then this should also be
reflected in our Hamiltonian.

A. Quantum mechanical SQD–SQD coupling

We now instead use the quantum mechanical expression for
the coupling between the two dots.31 Our Hamiltonian is then

Htotal = h̄ω1â
†
1â1 + h̄ω2â

†
2â2

− 2h̄ cos ωt�1 (â1 + â
†
1) − 2h̄ cos ωt�2 (â2 + â

†
2)

− h̄G1(ρ12 + ρ21 + ρ34 + ρ43) (â1 + â
†
1)

− h̄G2(ρ13 + ρ31 + ρ24 + ρ42) (â2 + â
†
2)

− h̄FQM(ρ12 + ρ21 + ρ34 + ρ43) (â2 + â
†
2)

− h̄FQM(ρ13 + ρ31 + ρ24 + ρ42) (â1 + â
†
1)

+ h̄δ(â†
1â2 + â

†
2â1),

where G and � terms are defined as before and FQM is defined
as

FQM = γ a3μ1μ2s
2
α

4πεBεeff1εeff2h̄R3
1R

3
2

. (8)

δ is as previously defined in Eq. (4). We still use the
semiclassical expression for the MNP mediated coupling
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between the dots (FQM), but replace the direct coupling term
with a quantum mechanical form.

To find the relaxation of the system, we now take a more
complicated interaction Hamiltonian with the reservoir HR of
the form,

HR = λ1â
†
1b̂1 + λ2â1b̂

†
1 + λ3â

†
2b̂2 + λ4â2b̂

†
2

+λ5â
†
1â1b̂

†
1b̂1 + λ6â

†
2â2b̂

†
2b̂2

+λ7(â†
1 + â

†
2)ĉ + λ8(â1 + â2)ĉ†, (9)

where the b̂i’s are the operators for the internal bath of
each SQD, respectively (for example, coupling to the internal
phonon modes of each dot), the ĉ operators denote the bath
processes that are common to both SQDs, and λi’s are yet
undetermined constants. The first four terms represent the
noncollective portion of spontaneous emission and excitation,
due to a possible symmetry breaking between the two particles
as well as optical phonons inside each SQD. The next two
terms are due to scattering and give rise to pure dephasing.
We imagine this process to be dominated by acoustic phonon-
electron coupling28 within each SQD separately and thus treat
it completely noncollectively. The final two terms represent
the collective portion of spontaneous emission and excitation.

From Eq. (9), we make six Lindblad terms, ignoring those
generated by â

†
1 and â

†
2 as they would represent bath-induced

excitation and we are imagining our bath to be at a much lower
temperature than needed to induce an excitation at the optical
energy scale. We can now write our relaxation matrix as

− = 1

τ1
L(â1,â1) + 1

τ2
L(â2,â2) + 1

T1
L(â†

1â1,â
†
1â1)

+ 1

T2
L(â†

2â2,â
†
2â2) + 1

τc

L(â1 + â2,â1 + â2).

τc is the collective decoherence and can be calculated with
molecular QED. For two identical particles with a spontaneous
decay rate 1

τ
, then we find τc as

τc = 2τ

3

[
1 − [cos2(θ )]

sin(ζ )

ζ

+ [1 − 3 cos2(θ )]

(
cos(ζ )

ζ 2
− sin(ζ )

ζ 3

) ]
,

with ζ and θ as before.

B. Numerical results

Solving the master equation (5) with our quantum in-
teraction Hamiltonian, we find that the system no longer
exhibits the behavior of the chaotic regime. For example, with
μ1 = 3.0 e nm, μ2 = μ1(1 + 10−3), R1 = R2 = 13 nm, and
a = 0, the system shows a broad smooth response (see Fig. 10).
While these parameter values led to the chaotic behavior in
the semiclassical approach (upper left of Fig. 5), the chaotic
behavior does not emerge in the quantum mechanic approach
even for larger μ1 or arbitrarily large symmetry breaking.
Furthermore, this remains true even when the decoherence
is treated completely noncollectively as in the last section.

Also in Fig. 10, we notice that the response in ρ11

and ρ22 (similarly ρ33) is much broader than that of ρ44.
Additionally, whereas ρ11 and ρ44 both appear to reach a
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FIG. 10. Density matrix for a quantum mechanical coupling
between the dots. In this approach, the chaotic regime disappears. The
parameters used [μ1 = 3.0 e nm, μ2 = μ1(1 + 10−3), R1 = R2 =
13 nm, ω0 ≡ ω1 = ω2, and a=0] are the same used to generate the
upper left plot of Fig. 5 using the semiclassical approach.

resonance value near ω − ω0 = 0, ρ22 has two peaks (similarly
for ρ33), one above and one below the frequency ω = ω0. The
reason for this asymmetry of the density matrix elements is
that when a quantum mechanical coupling is used for the
interaction between the two dots, this introduces a splitting
between the two singly excited states. Thus, the symmetric
and antisymmetric states have different energy eigenvalues,
with the symmetric state being below the bare resonance
and the antisymmetric state being at a higher energy than
the bare resonance. This feature of the quantum mechanical
coupling gives rise to a dipole blockade, which is absent in the
semiclassical model, which we examine next.

C. Dipole blockade

As the strength of the dipole-dipole coupling between the
SQDs is increased (either by decreasing their separation or
increasing their respective dipole moments), the symmetric
(antisymmetric) eigenstate shifts to a lower (higher) energy.
Thus, each of the single-exciton states is further detuned from
the bare resonance. However, the doubly excited state remains
located at the bare resonance. Therefore, if the system is
driven at this frequency ω = ω0, the excitation of the singly
excited states would be suppressed owing to their respective
detuning. This loss of population in the symmetric and
antisymmetric states then results in an increase in the ground
and doubly excited states in the steady-state limit. Conversely,
if the system is driven near the symmetric or antisymmetric
mode, then the doubly excited state, being detuned from
this frequency, would be suppressed. This suppression of the
doubly excited state due to the increased occupation of the
single excited states is often referred to as a dipole blockade.

To expand on the idea of dipole blockade, we first consider
the probability for each of the SQDs to be excited. From the
density matrix, we can say that (ρ22 + ρ44) is the probability
that SQD1 is excited and (ρ33 + ρ44) is the probability that
SQD2 is excited. Thus, we expect the product of these two
probabilities to be approximately equal to the probability that
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FIG. 11. Dipole blockade measure β as a function of the detuning
for various values of system parameters. Blockade increases with
decrease in dot-to-dot separation (increased coupling) and decreases
with response broadening (increased coupling to the driving field or
MNP) (ω0 ≡ ω1 = ω2).

both SQDs are excited at the same time, and therefore equal to
ρ44. The difference between these two probabilities can then
be used as a measure of how suppressed or enhanced excitation
of the doubly excited state is. To quantify the degree of dipole
blockade in the system, we define the following measure β:

β ≡ 9 ∗ [(ρ22 + ρ44)(ρ33 + ρ44) − ρ44] . (10)

The factor of 9 in the definition of β is chosen so that with full
blockade, i.e., ρ44 = 0, at saturation (ρ11 = ρ22 = ρ33 = 1

3 ),
β = 1. This is essentially the maximum value of β in the
steady-state limit (without population inversion). Conversely,
if the interaction between the dots is strong enough, then their
resonances will be shifted with respect to their bare resonances.
In such a case, with the driving field near the bare SQD
resonance, the excitation of a single SQD, ρ22 and ρ33, will
be suppressed relative to ρ44 and β < 0. In our calculations,
values of β < −0.5 were rare.

When we plot β for various values of the system param-
eters, we find that blockade increases when the SQD–SQD
separation is decreased as expected (see Fig. 11). The stronger
coupling between the dots increases the splitting between
the two levels. For a detuning near the symmetric mode
resonance, that mode is much more likely to be filled than the
antisymmetric state, which is at a much higher energy, thus
double excitation of the dots is suppressed. When coupling
to the driving field is increased (by increasing μ) or coupling
to the MNP is increased (by increasing a), the SQD response
broadens, providing more overlap between the two single-
exciton states and thus the dipole blockade is decreased.

D. Comparison in the weak SQD–SQD coupling regime

When there is strong SQD–SQD coupling, the semiclassical
and quantum approaches produce very different results. How-
ever, when the direct coupling between the SQDs is weaker,
the detuning of the symmetric and antisymmetric states is
smaller. Furthermore, in the presence of an MNP, the coupling
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FIG. 12. Comparison between the semiclassical model (top six
plots) and quantum model (bottom six plots) in the regime with weak
SQD–SQD coupling (μ1 = μ2 = 0.5 e nm), and strong SQD–MNP
coupling (a = 7 nm, R1 = R2 = 13 nm). Shown for each model are
the diagonal density matrix elements of the symmetric/antisymmetric
basis (ρ11,ρSS,ρAA,ρ44) and the blockade measure β. Also shown are
the real (solid line) and imaginary (dotted line) parts of the transition
dipole moment of the symmetric state μSS = ρ1S + ρS1 + ρS4 + ρ4S.

mediated by the plasmons can become more significant than
the direct coupling between the SQDs. It is then expected that
the two approaches would be more in agreement in this regime.

When the two models are compared (top versus bottom
of Fig. 12), we see similarities between the semiclassical
and quantum models in the general shape of the predicted
responses. However, there is significant deviation between the
two models as well. In particular, the semiclassical approach
does not account for the dipole blockade that occurs in the
quantum model. Even with weak SQD–SQD coupling, the
dipole blockade can still have a significant impact on system
behavior. This leads to noted differences between the two
models in the regions just above and below the SQD bare
resonance, where β reaches extrema values.

In the quantum model, the differences highlighted in Fig. 12
are most notable in the slight splitting shown in ρ11, very sharp
peak of ρ44, and the enhancement in ρSS (which we calculate
as μSS = ρ1S + ρS1 + ρS4 + ρ4S) that occurs just below the
SQD bare resonance. These effects are due to dipole blockade.
In the case of ρSS, this enhancement is just the location of the
symmetric eigenstate. Interestingly, ρAA is also peaked at this
same energy and appears to be identical to ρSS. However, the
reason that ρSS = ρAA in the steady-state limit is simply due to
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mixing between the symmetric and antisymmetric modes from
the interaction with the bath. Note that there is no correspond-
ing peak in the response of the system above resonance where
the antisymmetric eigenstate is located. This is because the
antisymmetric state is not coupled to the driving field. When
the system is driven near this frequency, the only single-exciton
state coupled to the driving field is the symmetric mode which
is far detuned in this case. Thus, the double-exciton state,
being closer in resonance with the driving field, is enhanced
compared to ρSS. Thus, β < 0 above resonance.

V. CONCLUSIONS

We have studied the response of a hybrid nanostructure
molecule consisting of two SQDs coupled to a centrally located
MNP, driven by an applied electric field. We have focused
on identifying and addressing the issues in modeling such
a system. A semiclassical approach to model the coupling
between the SQDs can lead to unstable, oscillatory, and
chaotic behavior in a strong SQD–SQD coupling regime. This
nonlinear behavior was shown to be due to a breaking of the

identical particle symmetry. Additionally, we saw that this
chaotic behavior is closely related to the type of decoherence
present in the system, specifically, whether the decoherence
is collective or noncollective between the two SQDs. Treating
the coupling of each SQD to the bath separately (noncollec-
tively) breaks the identical particle symmetry and allows the
antisymmetric single-exciton state to couple to the other states
in the system. We then modeled the system using a quantum
mechanical expression for the SQD–SQD coupling, and saw
that this instability in the response is absent. Whereas in the
semiclassical model, a large SQD–SQD coupling leads to a
chaotic response, in the quantum mechanical model, strong
SQD–SQD coupling produced a large splitting between the
two single-exciton states that gives rise to dipole blockade.
We then compared the two models on a system with a strong
plasmon-mediated interaction between the SQDs and a weak
direct interaction between them. In this case, we found that
while the results of the two models were similar, dipole
blockade and the level splitting of the single-exciton states
in the quantum model are nontrivial effects even in this
Regime.
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