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Cobalt epitaxial nanoparticles on CaF2/Si(111): Growth process, morphology, crystal structure,
and magnetic properties
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We study molecular beam epitaxy growth, morphology, crystal structure, and magnetic properties of Co
nanoislands on CaF2/Si(111) surface. In order to have a full appreciation of complex growth kinetics at different
stages, a comprehensive study of Co growth on CaF2 is carried out by atomic force, scanning electron, and
transmission electron microscopies in the direct space, as well as by x-ray and electron diffraction in the reciprocal
space. These experimental data are complemented by theoretical modeling. Magnetic properties are characterized
by magneto-optical Kerr effect and superconducting quantum interference device magnetometries. Key effects
influencing the Co growth on fluorite are addressed, including the sticking probability, the preferential nucleation
sites, the size and shape time evolution, the dependence of Co morphology on temperature and Co exposure,
and the coalescence mechanism. The two-stage deposition technique is developed, whereby the low-temperature
seeding stage is used to facilitate Co nucleation, and the follow-up high-temperature deposition yields Co particles
with high crystalline quality. Our results enable precise control over the resulting morphology, spatial ordering,
and crystal structure affecting the magnetic properties. In particular, it is demonstrated that the transformation
from dense to isolated Co nanoparticles leads to the change of the in-plane and out-of-plane magnetic anisotropy
and also the sign of polar and longitudinal magneto-optical Kerr effects.
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I. INTRODUCTION

Nucleation and growth of different metals on insulating
surfaces have been of interest for a long time. Much higher
surface energy of metals than that of insulators results in the
Volmer-Weber growth mode whereby three-dimensional (3D)
metal islands nucleate on the surface directly, without forming
any wetting layer in between. The best known systems of
this type are noble metals on alkali halides.1,2 It has been
found that, although single-metal adatoms easily desorb from
the halide surface above room temperature, they can also
form irreversibly growing nuclei by joining other adatoms or
small clusters via the surface diffusion process. Considerable
attention has been paid to growing metals on oxides such
as TiO2,3,4 MgO,5 NiO,6 and SrTiO3.7 Depending on the
substrate preparation procedure and the growth conditions
used, predominant nucleation at the surface steps or on planar
terraces was observed. For the best studied TiO2(110) surface,
it has been shown that the critical cluster size is much larger
compared to metal surfaces and exceeds ten atoms in the
Ni/TiO2(100) system.4 Another interesting feature observed in
the Ni/TiO2(100) and Cu/TiO2(100) systems is the so-called
self-limiting growth mode, in which the island density linearly
increases with the coverage at the initial stage and then reaches
a certain saturation density where metal clusters start growing
vertically.4,8

Much less is known about the growth properties of metals
on alkaline-earth fluorides. Growth of Fe, Co, and Ag on
the CaF2(111) surface via a rather specific defect-induced
nucleation mode was reported in Ref. 9. However, no epitaxial
relationship to the substrate was shown under these particular

growth conditions. Epitaxial growth of the α-Fe(110) on
the CaF2(111) surface was reported in Ref. 10, where the
epitaxial relations Fe(110)‖CaF2(111) and Fe[1-10]‖CaF2[1-
21] were established by x-ray diffraction. Later on, epitaxial
growth of Co nanoparticles on the CaF2(111) and CaF2(110)
surfaces was confirmed by in situ reflection high-energy
electron diffraction (RHEED).11,12 Since Co segregates into
an ensemble of 3D islands with a modest coverage on
insulating surfaces and forms a two-dimensional continuous
layer on metal surfaces, there is a drastic difference between
magnetic properties of the same amount of Co deposited
onto an insulator or metal.13–15 Ferromagnetic metals on
insulators showing pronounced antiferromagnetic ordering
are of particular interest in connection with physics and
applications of the exchange bias effect.16,17 Since magnetic
properties of Co on insulating substrates are expected to be
strongly dependent on the surface morphology of 3D islands,
it is paramount to identify kinetic tuning knobs enabling a
precise control over the size distribution of the self-induced
Co nanoparticles during growth.

In this work, we present a systematic study of growth,
structural, and magnetic properties of Co nanoparticles on
atomically clean CaF2(111) surfaces in a wide range of growth
parameters. Growth is performed by molecular beam epitaxy
(MBE) technique. Our structural characterization methods
include RHEED, atomic force microscopy (AFM), scanning
electron microscopy (SEM), transmission electron microscopy
(TEM), medium energy ions scattering (MEIS), and grazing
incidence x-ray diffraction (XRD). Magnetic properties are
studied by applying the magneto-optical Kerr effect as well
as superconducting quantum interference device (SQUID)
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measurements. We show that the deposition of Co onto a clean
and atomically flat CaF2(111) surface results in the formation
of ensembles of epitaxial 3D nanoparticles. Their density and
size can be tuned in a wide range by changing the substrate
temperature and the Co exposure. We develop theoretical
models that explain quite well the observed growth behavior.
The models are based on the kinetic approach used previously
in modeling the formation of the Stranski-Krastanow islands
in lattice mismatched material systems.18

By using Si substrates with a small miscut angle and
growing a low-temperature seeding layer at the initial stage,
Co nanoparticles can be organized into linear chains. This
gives rise to a distinct anisotropy of magnetic properties.
The observed geometrical shapes of Co nanoparticles are in
agreement with the dominant face-centered-cubic (fcc) crystal
structure. It will be shown that the transition from a dilute
ensemble of magnetically isolated nanoparticles to an almost
continuous film leads to a drastic change of magnetic and
magneto-optical properties.

The paper is organized as follows. Experimental techniques
are described in Sec. II. Experimental results on the nucleation
and growth processes of Co nanoparticles, along with the
related modeling, are presented in Sec. III. Section IV treats the
crystal structure, epitaxial relations, and structural defects of
Co nanoparticles. Shapes of Co nanoparticles are analyzed
in Sec. V. Section VI is dedicated to studies of magnetic
properties of Co arrays. The main results of this work are
summarized in Sec. VII.

II. EXPERIMENTAL TECHNIQUES

MBE growth of Co/CaF2/Si(111) samples was carried out in
a dedicated ultrahigh-vacuum (UHV) system. Slightly off-cut
silicon substrates (with misorientation angles of less than
15 angular minutes) were first cleaned by the conventional
Shiraki chemical treatment and then flash annealed in an
UHV chamber at 1200 ◦C to remove the oxide. Distinct
7 × 7 patterns originating from a clean Si(111) surface were
observed by RHEED. Growth of a CaF2 buffer layer on Si was
performed from an effusion cell with a graphite crucible loaded
with pieces of CaF2 crystals. The CaF2 deposition rate was
calibrated to 2–3 nm/min by using an Inficon quartz thickness
monitor. Cobalt was then deposited on top of a CaF2 buffer
layer from an e-beam source (SVT Associates, Inc.) where
the target was a Co rod with a 6-mm diameter. The cobalt flux
was usually kept at 0.2–0.3 nm/min. The substrate temperature
during the cobalt deposition was varied from room temperature
to 700 ◦C, while the Co exposure was changed between 0.1 and
45 nm. Here and below, we define the Co exposure D as the
thickness of an imaginary flat Co layer that would form in the
absence of desorption and nucleation. This value is equivalent
to the flux measured by the quartz thickness monitor (mass per
unit time per unit area divided by the Co density), multiplied
by the growth time. In some experiments, a low-temperature
Co seeding layer with the exposure of less than one monolayer
was grown at a low T (between room temperature and 200 ◦C)
before depositing Co at elevated temperatures, in order to
increase the number of nucleation sites.

The AFM images were obtained with an ambient-air NT-
MDT microscope operating in the semicontact mode. SEM

studies were performed in a JSM 7001F (JEOL) microscope
operating in the secondary electron regime. High-resolution
TEM (HRTEM) studies were carried out using a JEOL
2100F microscope at an accelerating potential of 200 kV.
The samples for HRTEM studies were prepared by standard
methods involving ion sputtering at the last stage. MEIS studies
were carried out using a setup described in detail in Ref. 19.
Some samples were additionally studied by XRD at BL3A
beamline of the Photon Factory synchrotron (Tsukuba, Japan).
The measurements were performed on a Huber four-circle
diffractometer with either a YAP scintillating point detector
or a Hamamatsu two-dimensional charge-coupled device
(CCD) detector. To increase the surface sensitivity, grazing
incidence geometry was used with an incident angle of 2◦–5◦.
Magnetic properties of the ensembles of Co nanoparticles were
characterized by measurements of longitudinal (LMOKE) as
well as polar (PMOKE) magneto-optical Kerr effect at room
temperature using a laser operating at 633 nm. High sensitivity
of LMOKE measurements (�α ∼ 1 μrad) was achieved
through a sweeping magnetic field at 1 Hz and averaging
over 10–100 cycles depending on the observed signal-to-noise
ratio. Magnetic moments of the samples were measured using
a Quantum Design MPMS XL SQUID magnetometer.

III. NUCLEATION AND GROWTH OF Co
NANOPARTICLES ON CaF2(111) SURFACE

Aiming at studies of Co nucleation and growth on a
morphologically ordered and defect-free CaF2(111) surface,
special care has been taken to optimize the growth of a
fluorite buffer layer on silicon substrates. We have found that
the most regular surface morphology of CaF2 is obtained
with the two-stage growth procedure. During the first, low-
temperature stage (1 nm of CaF2 deposited at a surface
temperature of 250 ◦C), a thin fluorite layer uniformly covers
the Si surface without changing its step structure. The second,
high-temperature stage (6–7 nm deposited at 770 ◦C) yields
relatively wide terraces with the average spacing close to that
of the initial off-cut Si(111) substrate. Using this procedure,

FIG. 1. Calcium fluoride buffer layer grown on a slightly off-cut
Si(111) substrate by the two-step technique: (a) AFM image; size
1400 nm × 1400 nm × 6 nm. (b) The calculated height histogram
showing the terrace-related peaks that correspond to ∼0.31-nm step
height.
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FIG. 2. (Color online) SEM images of samples grown at 100 ◦C (a), 300 ◦C (b), and 500 ◦C (c) at a Co exposure of 20 nm. The image size
is 800 nm × 800 nm.

we avoid the formation of triangular pits that are typical for
the high-temperature CaF2 growth on Si(111) and suppress
surface roughening caused by shortening the CaF2 terraces
at moderate growth temperatures (650 ◦C–700 ◦C).20 The
RHEED patterns during and after growth show narrow streaks
revealing high crystal quality and flatness of the surface. It
is worth mentioning that, during the low-temperature stage,
the crystallographic axes of CaF2 and Si are co-oriented,
corresponding to the so-called A-type epitaxial relations at
the CaF2/Si(111) interface, which transforms into the B-type
(rotated by 180◦) interface right after the temperature increase
above 500 ◦C.21 A typical AFM image shown in Fig. 1(a)
confirms that the two-stage growth technique results in a
uniform CaF2 layer with smooth monoatomic steps. The
step height of ∼0.31 nm can be estimated from the height
distribution histogram shown in Fig. 1(b).

A. Role of growth temperature and Co exposure

In order to study systematically the dependence of the island
morphology on the growth temperature and Co exposure, a
variety of samples were grown at different T from room
temperature up to 700 ◦C and exposures varying from 1 to
40 nm, and analyzed by AFM and SEM. In particular, Fig. 2
shows the SEM images of three samples grown with a fixed
exposure of 20 nm at 100 ◦C, 300 ◦C, and 500 ◦C, respectively.

It is clearly seen that the total surface area occupied by
Co decreases drastically with temperature. To measure the
total volume of Co on the surface, MEIS measurements
were carried out. It has been found that 100% of cobalt
remains on the surface at 100 ◦C (the complete condensation
regime), decreasing to a 51% fraction at 300 ◦C and to only
8% at 500 ◦C (the incomplete condensation regime). These
values give the sticking coefficient integrated over the entire
growth time. More precisely, two different processes should be
distinguished. The first one involves sticking of Co on CaF2,
a heterogeneous metal-insulator process in which the sticking
coefficient is expected to be strongly temperature dependent.
The second process is the direct impingement of Co on Co
with almost 100% sticking probability in our temperature
window. At the nucleation stage where the Co coverage is
very low, the Co-CaF2 sticking is always dominant. As the
coverage increases, more and more of the arriving Co atoms
directly impinge the island’s surface and stick to it with 100%
probability.

Experimental height-exposure [H (D)] dependences mea-
sured by AFM for different Co growth temperatures are
shown in Fig. 3 and feature a qualitatively different behavior.
At 100 ◦C, the island height increases sublinearly with the
exposure and can be well fitted by the power-law dependence
H = aD1/3 with a = 5 nm2/3, while the dependence at
500 ◦C is linear: H = bD with b = 1.05. The observed

FIG. 3. (Color online) Measured dependences of the island height on the Co exposure at 500 ◦C (a) and 100 ◦C (b) (symbols), fitted by the
power-law dependences discussed in the main text (lines).
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difference can be explained by different kinetic mechanisms
of island growth.1,22–24 Indeed, the surface diffusion length
of Co should be smaller at higher temperatures due to
reevaporation. Therefore, the islands grow primarily by the
direct impingement of Co atoms onto their surface. For a 3D
island with a time-independent shape, the growth rate of its
volume (expressed in the number of atoms per unit time),
di/dt , is given by

di

dt
= JC1H

2, (1)

where J is the arrival rate (per unit area per second) from
vapor and C1 is the shape constant such that C1H

2 is the
island cross section intercepted by the molecular beam. Since
i = (C2H

3)/�, where C2 is the shape constant such that C2H
3

is the island volume and � is the elementary volume in the solid
phase, and the Co exposure D = J�t by definition, integration
of Eq. (1) leads to a linear dependence of the island height on
the Co exposure,

H = C1

3C2
D. (2)

This corresponds to the high-temperature growth law at 500 ◦C
shown in Fig. 3(a). Islands at 100 ◦C should be mainly fed
from the surface, because the Co diffusion length at this
low temperature is much larger.23,24 Possible mechanisms of
mass transport into the islands include the normal diffusion
of adsorbed Co by random migration on a planar terrace and
the diffusion along the surface step. Since islands grow by
consuming the surface adatoms, the surface supersaturation
rapidly tends to zero.22–24 Whatever is the growth mechanism,
the mass conservation yields the material balance of the form24

D ∼= Deq + �Ni. (3)

Here, Deq denotes the residual equilibrium Co coverage of
the surface, and the last term on the right-hand side gives the
total volume of islands per unit area in the monodispersive
approximation of the island size distribution with N as the
island surface density. Assuming that D � Deq (this inequal-
ity should always pertain for the Volmer-Weber growth) and
using the relationship between i and H , we obtain

H ∼=
(

D

C2N

)1/3

, (4)

which explains the dependence shown in Fig. 3(b).
Figure 4 shows the dependences of the island density on

the Co exposure at different temperatures. It is seen that the
density is dramatically affected by the growth temperature.
At a fixed exposure of 10 nm, the density of islands grown
at 500 ◦C is two orders of magnitude lower than at 200 ◦C.
Lines in Fig. 4 represent theoretical fits obtained from the
model of stress-driven 3D islanding of Refs. 23 and 24. In
brief, the model describes the nucleation of 3D islands under a
deposition flux with neglect of island interaction, e.g., elastic
interaction or coalescence. By applying the approach based
on classical nucleation theory in the deterministic limit (i.e.,
disregarding the fluctuation-induced effects at a short-scale
nucleation stage),22 the resulting size distribution has a time-
invariant double exponential shape in terms of the invariant
size (for which the island growth rate is size independent).22

FIG. 4. (Color online) Experimental (symbols) and theoretical
(curves) dependences of the island density on the Co exposure at
three different temperatures.

The dependence of the invariant size on the number of atoms in
the island is determined by the growth mechanism. Regardless
of the growth law, the surface density of islands is obtained by
integration of the size distribution in the form24

N (D) = Nmax[1 − exp(−ec(D−D∗))]. (5)

Here, Nmax is the maximum island density acquired upon
the completion of nucleation stage, D∗ is the critical Co
exposure at which the nucleation rate reaches its maximum,
and c the parameter which is inversely proportional to the size
distribution width. The maximum density decreases with the
temperature as the Arrhenius exponent,23,24

Nmax = N0 exp

(
ED

kBT

)
. (6)

Here, N0 is a constant and ED is the quantity of the order
of activation energy for the surface diffusion. Since the
distribution width increases due to thermal fluctuations, the
c value must decrease with temperature. The fits in Fig. 4
are obtained from Eqs. (5) and (6) at ED = 0.055 eV, N0 =
200 μm−2, and c = 5.76 − T/135 K. The critical exposure
D∗ is set to zero at 200 ◦C, 1.6 nm at 300 ◦C, and 54 nm at
500 ◦C (we note that most of the Co atoms desorb from the
surface at elevated temperatures so that these fitting values do
not necessarily contradict the Volmer-Weber growth mode).
It is seen that theoretical curves represent fairly well the
experimental data at T = 300 ◦C and 500 ◦C. However, we
cannot describe a slight decrease of density with D at 200 ◦C,
which is clearly seen on the experimental dependence in Fig. 4.
This effect is most probably explained by a partial coalescence
of a dense ensemble of islands at lower temperatures. As
follows from Fig. 4, the nucleation stage is faster at lower
temperatures, having been fully completed at 1 nm exposure at
200 ◦C and at 3 nm exposure at 300 ◦C, and not yet completed
after the deposition of 11 nm of Co at 500 ◦C.

B. Role of fluorite surface steps

Careful analysis of SEM and AFM images reveals that
the spatial distribution of Co islands on the CaF2 surface is
highly influenced by the fluorite surface steps. For a migrating
adatom, the probability to be trapped at a surface step is usually
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FIG. 5. (Color online) AFM images of Co islands at 100 ◦C
after deposition of 1 nm (a) and 8 nm (b) of Co. The image size
is 620 nm × 620 nm × 9 nm.

higher than on a terrace because the step sites have more
dangling bonds. Nucleation therefore occurs at the step much
more often, provided that the adatom diffusion length is large
enough to reach the step and its kinetic energy is low enough to
feel the difference between the at-the-step and on-the-terrace
bonding energies.25 It has been found in the present work that
Co nucleation starts at CaF2 steps in the entire temperature
range studied (100 ◦C–600 ◦C). This is most clearly seen at
temperatures below 300 ◦C, where the distance between the
neighboring Co islands is much less than the width of CaF2

terraces at the initial growth stage. Below 1 nm of Co deposited,
the islands tend to form chains along the steps, with a smaller
fraction of on-the-terrace islands [Fig. 5(a)]. As the exposure
increases, more islands emerge on the terraces so that the
island distribution transforms to one that is spatially uniform,
as shown in Fig. 5(b).

In order to better understand the growth mechanisms of
Co islands, the height distributions were obtained from the
statistical analysis of AFM images of the samples grown at
different temperatures and deposition times. Typical height
histograms at 100 ◦C (2 nm of Co deposited) and 300 ◦C (20 nm
of Co deposited) are shown in Fig. 6. Different T and D are
chosen in order to more clearly demonstrate the difference in

the distribution shapes. To model the experimentally observed
height distributions, we use the universal double exponential
distribution over invariant sizes ρ (Refs. 22–25):

g(ρ,z) = cNmax exp[c (z − ρ) − ec(z−ρ)]. (7)

Here, z(t) is the time-dependent most representative size
(which equals the mean size in the Gaussian approximation)
and c is the same constant as in Eq. (5). As discussed in
Refs. 1,22–24, and above, when the island is primarily fed by
the direct impingement to its surface, its growth rate di/dt

is proportional to H 2 ∝ i2/3, as given by Eq. (1). For the
island growth by random surface diffusion with small diffusion
length compared to a typical island size, the growth rate is
proportional to the island base perimeter, i.e., di/dt ∝ H ∝
i1/3. When the island growth is induced by the diffusion along
the surface step (the step diffusion), the growth rate di/dt is
size independent. We can therefore write down quite generally

di/dt ∝ Hn, (8)

with n = 0, 1, 2 for the growth by the step diffusion, surface
diffusion, and direct impingement, respectively. Since the
island growth rate in terms of invariant size, dρ/dt , should
be H independent,5,22–24 we obtain

ρ ∝ Hk, (9)

with k = 3 − n = 3, 2, 1 for growths by the step diffusion,
surface diffusion, and direct impingement, respectively.

Distributions expressed in terms of different size-related
variables should preserve the number of islands,22 yielding
f (H,t)dH = g(ρ,t)dρ. Therefore, Eqs. (7) and (9) yield the
height distributions of the form

f (H,t) = AkH
k−1 exp

{
ck

[
Hk

0 (t) − Hk
] − eck [Hk

0 (t)−Hk]
}
.

(10)

Here, Ak are the normalization constants, ck are the coef-
ficients that determine the distribution width, and H0(t) is
the time-dependent most representative height relating to the
distribution maximum. The dependences given by Eq. (10) are
shown by lines in Fig. 6 at different k and the fitting parameters
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listed in the figure caption. It is seen that the experimental
histogram at 100 ◦C is best fitted with the step diffusion mode.
The histogram at an intermediate growth temperature of 300 ◦C
is little better fitted by the two-dimensional ballistic diffusion
model, which seems reasonable because the Co exposure is
ten times larger and the islands are much bigger than after the
deposition of 2 nm of Co at 100 ◦C. However, a combination
of contributions from different growth mechanisms is not
excluded in this case.

There have been relatively few experimental studies of
the influence of surface steps on the formation and growth
of metallic nanoparticles. In Ref. 26, it has been found that
at-the-step nucleation of Au islands suppresses the epitaxial
growth on the KBr terraces and gives rise to the formation
of multiply twinned particles. As revealed by the scanning
tunneling microscopy studies of Au growth on the MgO(100)
surface,5 the nucleation of Au islands at the surface steps
becomes effective only under special growth conditions,
while on-the-terrace nucleation always remains dominant.
Interestingly, it has been shown that a reduced density of Au
particles near the surface steps can be observed under certain
conditions. This effect was related to the reduced concentration
of Au adatoms due to their rapid capture by islands growing at
the step edges. Opposite to this observation, Fig. 5(a) clearly
shows a much higher linear density of Co nanoparticles at
the step edges compared to any direction on the terraces. We
note that the nucleation of Co nanoparticles on CaF2 may not
be completely random but occurs with a higher probability
at the surface defects, as often observed for other metals
on insulating surfaces.27 In particular, an important role of
at-the-step nucleation was revealed by the STM study of the
influence of surface defects on the growth of Pd nanoparticles
on TiO2(110).28 It was also found that the cyclic annealing of
Pd islands at 672 K resulted in the increase of their size with
simultaneous reduction of the surface density, especially on the
terraces. However, a certain amount of Pd particles remained
on the terraces, most likely due to coalescence of smaller
islands before they reached the step edges. In the following
section, we will show how on-the-terrace nucleation can be
completely suppressed in our material system by applying a
modified growth procedure.

C. Growth with low-temperature seeding layer

We now consider the influence of a low-temperature
seeding layer on the resulting morphology of Co islands. As
discussed above, a weak sticking of Co to the CaF2 surface
suppresses its nucleation and growth at elevated temperatures
(above 300 ◦C), where most of the material is lost because of
incomplete condensation. On the other hand, high-temperature
growth is believed to significantly improve the crystal quality
of Co islands. Furthermore, the growth well above the hcp-
to-fcc crystallographic transition temperature for Co [450 ◦C
(Ref. 29)] should favor single-crystalline fcc lattice. Another
challenge is to produce densely packed linear chains of
high-temperature islands aligned along the surface steps. This
is difficult because of a large diffusion length at intermediate
temperatures, where the distance between the neighboring
nucleation sites at the same step becomes comparable to the
step spacing. A 0.02–0.5-nm seeding layer of Co was therefore
grown on CaF2 at a low temperature (from room temperature
up to 200 ◦C) prior to the high-temperature Co deposition at
300 ◦C–700 ◦C. It has been found that the two-step growth
procedure enables the fabrication of perfectly aligned islands
decorating the steps, with the density being much higher
and the size much larger than in the case of single-stage
high-temperature growth. These features are clearly seen from
comparing the morphologies shown in Figs. 5(a) and 7(a).
The sample obtained by the two-step procedure contains much
less on-the-terrace islands between the chains, while its better
crystallinity is confirmed by RHEED. As the Co exposure
increases from 13 to 30 nm, the islands get larger and the
spatial ordering is lost [Fig. 7(b)]. As seen from Fig. 7(b)
after 30 nm exposure and Fig. 7(c) after 45 nm exposure, the
coalescence process leads to a significant decrease of Co island
density.

The influence of growth conditions on the resulting mor-
phology of Co nanoislands in the two-step approach has also
been studied. We have found that the optimal exposure of the
low-temperature seeding layer is between 0.02 and 0.5 nm.
Below 0.02 nm, the seeding layer becomes ineffective because
the islands nucleate too far from each other. Above 0.5 nm, the
crystal quality of the high-temperature Co layer is impeded
as revealed by RHEED. It has been found that the efficient

FIG. 7. (Color online) SEM images of Co islands grown with a 0.1-nm seeding layer and various exposures at the main stage: (a) 13 nm,
(b) 30 nm, (c) 45 nm. The image size is 1000 nm × 1000 nm.
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suppression of on-the-terrace nucleation takes place only
when the growth temperature at the second stage is between
500 ◦C and 700 ◦C. At lower temperatures, the on-the-terrace
to at-the-step density ratio increases drastically while at higher
temperatures the CaF2 buffer layer is no longer stable.

The suppression of on-the-terrace nucleation at elevated
temperatures can be qualitatively explained by the exponen-
tially decreasing temperature dependences of on-the-terrace
nucleation rate and surface density,24 as given by Eq. (6).
Indeed, small on-the-terrace Co islands nucleated at the
low-temperature step may either decompose to adatoms or
migrate as a whole toward much more stable at-the-step
islands when the surface temperature is increased. After that,
no new islands nucleate between the steps. Rather, a certain
percentage of deposited Co diffuses toward at-the-step islands
and contributes to their growth while the rest of the Co
reevaporates. This scenario is somewhat similar to the behavior
of Pd atoms on the TiO2(110) surface under the cycling
annealing.28 However, the preferential island location at the
steps is much better pronounced in our case.

The total area covered by the islands gradually increases
with the cobalt exposure from ∼8% for a 5-nm sample to
∼54% for the 45-nm sample shown in Fig. 7(c). Reaching a
continuous Co coverage of the surface thus requires a long
exposition time, where the coalescence of islands should be
taken into account. As for the coalescence mode, a high
surface mobility of Co at elevated temperatures does not seem
to favor the solidlike coalescence. This is clearly seen from
Fig. 7: If the coalescence had a solidlike character, the linear
chains of islands with small interisland distance in Fig. 7(a)
would have been soon transformed into continuous stripes that
are not present in Fig. 7(b). Instead, the islands get larger
in size simultaneously with the gaps between them. This
effect is most probably due to an interdiffusion of adatoms
along the island surfaces and bases, a process that tends
to decrease the base perimeter after two or more islands
merge. The difference between the solidlike coalescence
at low temperatures and the liquidlike coalescence at high
temperatures is illustrated in Fig. 8. The complex coalescence
process shown in Fig. 8(b) requires additional study. In any
case, it is not of the Kolmogorov type.30 Indeed, the solidlike
coalescence is described by the Kolmogorov formula for
coverage σ (t):30

σ (t) = 1 − exp(−λDβ), (11)

FIG. 8. Schematics of the solidlike coalescence at low tempera-
tures (a) and the liquidlike coalescence at high temperatures (b).

FIG. 9. Co coverage as a function of the exposure (symbols),
fitted with the Kolmogorov exponent with β = 0.825.

where the index β = 2/3 for the step diffusion growth, 1 for
the surface diffusion growth, and 2 for the growth induced
by the direct impingement (the latter scenario is supported by
the measured linear height-exposure dependence). The best
fit to the experimental data on the Co coverage as a function
of the exposure shown in Fig. 9 is obtained at β = 0.825
with λ = 0.0348 nm−0.825. Such a large discrepancy with the
Kolmogorov values of β shows again that the coalescence
process is not of the solidlike type.

IV. CRYSTAL STRUCTURE, EPITAXIAL RELATIONS,
AND DEFECTS OF Co NANOPARTICLES

It is well known that Co has the hcp crystal structure with
ABABAB· · · stacking sequence under bulk form at room
temperature, which transforms into the fcc structure with
ABCABC· · · stacking above 450 ◦C.29 In strained thin films
and particularly in nanostructures such as nanowires31,32 and
nanoneedles,33 metastable crystal phases are observed quite
often. In the case of Co, stabilization of the fcc metastable
phase has been observed in ultrathin Co films on Pt(111),34

arrays of Co epitaxial nanoparticles on Cu(110),35 Co thin
films on vicinal Au(233),36 Co thin films on NiO(111),6

and Co nanocrystals on SrTiO3(001)-2 × 2.7 The strained
body centered cubic (bcc) phase has been revealed in Co
pseudomorphic layers on Pt(001) and in a number of other
systems.37 More exotic Co crystal phases have also been found
under certain conditions. In particular, the double hcp (dhcp)
phase38 with ABACABAC· · · stacking sequence was obtained
at high temperatures and pressures, while a complex cubic
phase (of the β-Mn type) with the unit cell consisting of 20 Co
atoms39–41 was found in chemically prepared Co nanoparticles.
Given this variety of possible structures, we have performed
a detailed analysis of the crystal phase of our Co nanoislands
obtained at different growth conditions.

A. RHEED data and analysis

The crystal structure of Co nanoparticles was first examined
by RHEED during and after growth. Typical diffraction
patterns from the samples grown at 100 ◦C, 300 ◦C, and 500 ◦C
are presented in Fig. 10. The contrast and brightness of
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(e)

FIG. 10. RHEED patterns from Co islands grown at 500 ◦C (a), 300 ◦C (b), and 100 ◦C (c). (d) fcc reciprocal lattice nodes in [1-10] zone.
(e) Experimental (1-11) profile through (333) reflection for the 500 ◦C sample, compared to the calculated streak profiles for 20-nm crystals of
different shapes. The wave vector Q is normalized to the length of Co[111] reciprocal space vector.

the diffraction spots show that the crystal quality improves
with increasing the growth temperature. The best ordered and
brightest spots are obtained at 500 ◦C–600 ◦C [Fig. 10(a)].
The spots are identified as originating from the fcc lattice
co-oriented with the underlying CaF2 layer [Fig. 10(d)]. Traces
of fcc lattices rotated by 180◦ around 〈111〉 axes are also
present (indicated by the black arrows). At lower temperatures
between 200 ◦C and 300 ◦C, the fcc structure is less distinct
[Fig. 10(b)]. In addition to the dominant fcc pattern, a few
rotational twins corresponding to 180◦ rotations around four
〈111〉 axes are recognized (indicated by the black arrows).
In the temperature window between room temperature and
100 ◦C, the diffraction patterns show polycrystalline arcs and
low-contrast fuzzy spots. The latter may still be identified as
belonging to the fcc phase [Fig. 10(c)].

Interestingly, the RHEED patterns of the 500 ◦C sample
exhibit bright Co streaks: The [111] streaks show up as
horizontal lines perpendicular to the surface, while the [11-1]
streaks are seen as the 70.5◦ inclined lines. The position
of these lines is independent of the incident angle, which
rules out any connection with the Kikuchi lines. Since the
(111) surface has a threefold symmetry, two more streaks are
expected: the [1-11] and [-111] ones lying out of the depicted
[1-10] zone. The presence of these two streaks contributes
to the Bragg reflection splitting which is well pronounced
in Fig. 10(a). When the sample is rocked away from the
diffraction position for a given reflection, this reflection splits
into two bright spots that move apart parallel to the [001] axis,
as shown by arrows in Fig. 10(a). These spots are intersections
of the [1-11] and [-111] streaks with the Ewald sphere. The

upper curve in Fig. 10(e) shows the intensity profile measured
along such a streak passing through the (333) reflection in
the [1-11] direction. The profile was recorded by changing
the incident angle and plotting the spot intensity against its
position.

To explain the observed streaking, we note that the RHEED
streaks usually appear when the diffracting volume has a finite
size along the streak either because of the finite size of the
sample (e.g., a thin layer) or because of a small penetration
depth of the incident radiation (e.g., at grazing incidence to
a flat surface due to the total external reflection). Streaking is
also known to occur on nonflat grooved-and-ridged surfaces,42

where the electron beam propagates along the grooves and
produces inclined streaks perpendicular to the groove walls. In
the case of isolated Co/CaF2(111) islands, electrons penetrate
through the entire island volume even at grazing incidence.
For 10–20-nm size islands, only some 50–100 atomic planes
get illuminated, which results in the reflection widening of the
order of 0.01–0.02 reciprocal lattice units. These values are
much smaller than the observed streak length. In addition to
the size-related widening (which should be almost isotropic
for our islands), the anisotropic facet-related widening may
occur perpendicular to the facet.43 The facet streaks propagate
beyond the size-defined reflection width and fade away as
Q−2. In the region where the facet streak becomes separated
from the reflection core, its intensity decreases by several
orders of magnitude and falls out of the detector dynamic
range if measured on the same brightness scale as the
main reflection. To illustrate the size-related and facet-related
reflection widening, Fig. 10(e) shows the calculated intensity
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(a) (b)

FIG. 11. (Color online) XRD profiles passing perpendicular to the sample surface through CaF2 (11-1) and CaF2 (220) reflections (a), and
through Co(11-1) and Co(220) reflections (b) for the sample grown at T = 500 ◦C with D =15 nm by the one-step procedure. The simulation
profiles (with and without stacking faults) are shown in (b). The wave vector Q is normalized to the length of reciprocal space vector of
CaF2 [111] in (a) and of Co[111] in (b).

profiles for 100-monolayer (ML) islands of various shapes:
a pyramid, a sphere, and a rough surface object without any
defined shape. All the profiles have the same value of FWHM
but decay differently at higher Q. The fastest intensity decay
is observed for a rough surface, the isotropic Q−4 decay is
typical for a sphere, while the Q−2 facet streaks are present
for a pyramid. Comparing the calculated profiles with the
experimental one, it is clear that the bright long streaks in
our RHEED patterns are related neither to the size nor to the
shape of the Co islands.

Another reason for streaking is the variation of lattice
constant in the streak direction.44 These streaks, however, are
also short compared to the inter-reflection distance, because the
variation of lattice constant can hardly exceed a few percent.
Furthermore, the strain-induced reflection widening should
increase with the reflection order, which is clearly not the case
in our diffraction patterns.

Finally, streaks may be due to the presence of planar defects
perpendicular to the streak direction, in particular, stacking
faults in the fcc lattice. The streak length in this case should
be defined by the correlation length of the faulted structure.
Antiphase boundaries may naturally occur in the fcc lattice of
Co, especially considering that bulk Co has the hcp lattice
structure. The fcc lattice consists of an ABCABCABC· · ·
sequence of close packed (111) planes, where A, B, and C
denote the planes with three different lateral shifts. The hcp
lattice has an ABABAB· · · stacking sequence with just two
types of shifts. One may expect that stacking faults are inserted
into the stacking sequence during the growth or cooldown
process. As follows from numerical calculations presented in
the next section, a random insertion of the faults parallel to
the sample surface indeed results in the appearance of the
(111) streaks normal to the surface. This can be extrapolated
to a situation where the stacking faults exist in each 〈111〉
direction producing four streaks similar to those observed in
the diffraction patterns from our Co islands.

It has been found that streaking is especially pronounced for
the islands grown at high temperature, most probably because
the lattice contraction after cooling from 500 ◦C–600 ◦C to
room temperature is considerable and because big islands are
better bound to the underlying CaF2 layer. Insertion of stacking
faults could be the way to release strain induced by thermal
contraction. Islands grown at 100 ◦C–300 ◦C are much smaller
and therefore are less tightly bound to the CaF2 layer. They may

contract as a whole without introducing any stacking faults.
This explains why no streaks are observed in the RHEED
patterns from low-temperature Co islands.

B. X-ray diffraction

To obtain more precise information about the crystal struc-
ture, x-ray diffraction from the high-temperature samples (10–
20 nm of Co exposure) was measured using the synchrotron
radiation. The experiments were conducted in the following
sequence. Several long-range profiles of the scattered intensity
distribution (normal to the substrate and passing through the
CaF2, Si, and Co off-specular reflections) were first measured
to get a sketch of the reciprocal lattice and to determine
epitaxial relations. The Bragg reflections were then measured
with high accuracy to determine the Co lattice constants. The
Co lattice in nanoparticles was found to be fully relaxed, with
the lattice constant being equal to its bulk value: a = 3.544 Å.
The 3D mapping carried out in different cobalt Bragg positions
confirmed that {111} streaks passing through the Co reflections
are indeed present as was previously observed by RHEED.

Figure 11(a) shows the scattered intensity profiles passing
through the CaF2(11-1), CaF2(220), and Si (113). The presence
of these three reflections on the same streak confirms that the
CaF2 lattice is rotated by 180◦ around the surface normal
with respect to the Si lattice. Distinct thickness oscillations
around CaF2 reflections confirm the high quality and flatness
of the CaF2 layer. The period of oscillation corresponds to the
CaF2 buffer layer thickness of 19 ML. A small extra peak at
Q = 1.19 is due to a slightly off-streak Co (-1-1-1) reflection
originating from one of the twinned fcc lattices of Co.

Figure 11(b) shows the profile passing through the Co(11-1)
reflection, measured normal to the surface. The profile contains
three peaks that cannot be ascribed to a single-crystalline fcc or
hcp stacking sequence. The dominating peak is the Co (11-1)
peak at Q = 1

3 , which is characteristic of the fcc lattice which is
co-oriented with CaF2 (type-A epitaxial relation). The smaller
peak at Q = 2

3 is most likely the Co(002) peak originating from
the fcc type-B lattice, rotated by 180◦ around the substrate
normal. The smallest peak at Q = 1

2 corresponds to the
Co(-1101) plane belonging to the hcp phase with the c axis
parallel to the CaF2 [111] axis. In the first approximation, we
assume that the observed profile is a linear combination of
these three peaks, i.e., each island is single crystalline and has
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FIG. 12. TEM images of Co islands on the CaF2 surface: Cross-section views showing the Co/CaF2 interface region (a) and a single Co
island (b); in-plane views of the Co/CaF2 samples with the Co exposure of 20 nm (c) and 10 nm (d).

either fcc-A, fcc-B, or hcp lattice. Such a model was used
to simulate the XRD profile in the kinematic approach. By
adjusting the amount of Co (∼18 MLs) and the percentage
of fcc-A, fcc-B, and hcp phases (60%, 22%, and 18%,
respectively), it was possible to fit the peak positions, heights,
and widths [the dotted curve in Fig. 11(b)]. The fit is, however,
not satisfactory, because the adjusted island height of 18 MLs
(∼3.6 nm) is four to five times smaller than that measured
by AFM. Furthermore, the experimental curve contains a
streaklike region extending from Q = 0.33 to Q = 0.67,
while the theoretical curve rapidly drops to zero between the
reflections. We can thus conclude that the streaks propagating
in 〈111〉 directions are too bright and too long to be attributed
to facets. More likely, they are associated with stacking faults
as discussed in Sec. IV A.

We therefore considered a more complex model assuming
that the three stacking orders coexist within a single Co island
that interacts coherently with the incoming x rays. The Monte
Carlo simulation involved random insertion of stacking faults
and averaging over a few thousands of islands. Atoms within
a given island scatter coherently, while different islands are
incoherent with respect to each other. The percentage and
the domain size of each stacking order were used as fitting
parameters. The best fit [shown by the dash-dot curve in
Fig. 11(b)] is obtained for 49% of the fcc-A phase with the
domain size of eight layers, 36% of the fcc-B phase with
the same domain size, and 15% of the hcp phase with the
domain size of six to eight layers. It should be noted that the
obtained fcc-A to fcc-B ratio is rather high for this particular
sample. Samples grown with the seeding layer usually contain
a much higher percentage of the fcc-A phase. In any case, our
XRD data illustrate well the general conclusion: Accounting
for stacking faults is absolutely necessary for the correct
description of Co crystal structure.

Somewhat similar phase mixing was reported earlier in
Ref. 34 where the Co islands were grown on the Pt(111)
substrate. The measured XRD profiles contained the dominant
peak at Q = 0.5 and two smaller peaks of equal intensity
at Q = 0.33 and 0.67. These peaks were attributed to a
linear combination of fcc-A, fcc-B, and hcp stacking orders
with a considerable fraction of disordered phase. In our XRD
analysis, we are able to describe fairly well the observed XRD
profiles within a statistical model of stacking faults without
introduction of any disordered state.

C. Electron microscopy

Several samples with Co nanoparticles were also studied by
TEM and HRTEM. Figure 12(a) shows the Co/CaF2 interface
region for the sample grown at 100 ◦C. It is seen that the
interface is abrupt and the structure is locally defect free. As for
the stacking faults discussed in the previous sections, the faults
parallel to the interface are seen as horizontal lines (indicated
by arrows) in Fig. 12(b) which shows a typical cross-view
TEM image of a single island. Stacking faults inclined to
the interface are also seen in the in-plane image of Co islands
grown with a seeding layer and 20 nm Co exposure [Fig. 12(c)].

Since Co islands nucleate on a CaF2 surface whose lattice
constant is 1.5 times larger, different epitaxial registry at
the interface is possible. The simplest alignment corresponds
to the case where every third Co atom occupies the same
site on the CaF2 surface. Shifting the Co lattice as a whole
to the adjacent CaF2 site would result in the identical
Co/CaF2 interface structure. However, the Co lattice in the first
alignment will be phase shifted with respect to the second one.
Whenever the neighboring islands emerge with different lattice
registry as described above, an antiphase boundary naturally
forms upon coalescence of these islands.

Figure 12(d) shows the TEM image of the sample grown
with 10 nm Co exposure by the two-step growth procedure with
a seeding layer. It is seen again that the islands are aligned
in linear chains along the CaF2 surface steps in this case.
Comparing the samples with 20 and 10 nm Co exposure, one
can conclude that most islands have a hexagonal shape. At
a lower coverage, however, a smaller fraction of triangular
islands is present. Since the island shape is of particular
importance for the resulting properties, the next section will
address this problem in more detail.

V. SHAPE OF Co NANOPARTICLES

SEM studies were carried out for a sample grown with a
seeding layer, 45 nm Co exposure at a temperature of 600 ◦C.
A typical plan view SEM image [(Fig. 13(a)] shows that
the majority of the islands have a hexagonal cross section.
Hexagonal islands are oriented in the same way, with the
sides directed at 120◦ to each other and parallel to the
Si 〈110〉 directions. To obtain the three-dimensional island
shape, higher magnification images were taken for the sample
inclined by 45◦ and 70◦ off-normal toward the CaF2 [-211]
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FIG. 13. SEM (a)–(c) and TEM (d) images of Co islands viewed at different angles to the surface. Schematic illustrations of the island
geometry are shown in (e) and (f).

[Figs. 13(b) and 13(c), respectively]. Most islands have a
hexagonal flat top that should correspond to the Co(111) plane.
It is also seen that the islands are faceted from six sides.
Three facets have a rectangular shape and are identified as
the Co{100} facets, while the other three have a trapezium
shape and are identified as the Co{111} facets. The schematic
illustration of the geometry is shown in Figs. 13(e) and 13(f).
This shape is in agreement with the data of Ref. 7, where the
faceting of Co islands with the {111} and {100} planes was also
observed. The orientation of the faceted islands with respect
to the CaF2 crystallographic directions agrees well with our
RHEED data and confirms that the lattices of Co and CaF2 are
co-oriented. A few islands terminated by the same facets but
rotated by 180◦ are also found on the SEM images [indicated
by white squares in Fig. 13(b)]. The number of rotated islands
is approximately three times smaller than of the nonrotated
ones. This ratio gives the twinning probability which is also
in agreement with the RHEED and XRD data presented in the
previous section.

To measure the angles between the facets and the (111)
plane, a number of TEM cross-views [perpendicular to the
substrate surface and parallel to the CaF2 (1-10) plane] have
been analyzed. Similar types of the island shape were revealed
in the growth temperature range between 100 ◦C and 500 ◦C.
A typical example of the cross sections (for a single-stage
300 ◦C sample in this particular case) is shown in Fig. 13(d).
The Co islands are seen as polygons with sharp edges, the
shapes shown by white lines in the figure. The horizontal
lines correspond to the Co(111) planes, the lines directed
at a 70.53◦ angle to the interface are the (11-1) planes, and
the 54.74◦ inclined lines are the (001) planes. The intensity
variations seen as horizontal lines correspond to the (111)
stacking faults. Quite interestingly, the TEM images show that
many islands are of a double-trapezium cross section; i.e., they
have narrower tops and bases but are considerably wider in the
middle part. While island tapering in the growth direction looks
natural during epitaxial growth, the reverse tapering is less
frequent. One of the explanations of the reverse tapering might

be the minimization of the total surface area in heteroepitaxy.
Indeed, the surface energy of CaF2(111) is considerably
lower compared to the energy of any of the Co facets. The
formation of a heterogeneous Co/CaF2 interface might also
be energetically costly. Therefore, the energetically preferred
shape might favor the minimization of the Co/CaF2 interface
area, reflecting the preferential nonwetting configuration of
Co on CaF2 at high enough temperatures. Another reason for
decreasing the island base area is a weak Co/CaF2 sticking.
The sticking should be especially weak at the edges of the
island base where Co is bonded to both Co and CaF2. These
atoms can be easily removed from their sites during growth,
leading to the reverse tapering.

VI. MAGNETIC AND MAGNETO-OPTICAL PROPERTIES
OF Co NANOPARTICLES

As discussed in the previous sections, the density, size,
shape, and spatial distribution of Co islands on CaF2 (111)
can be tuned by the growth conditions such as temperature,
cobalt exposure, and the initial structure of the fluorite surface.
Let us now see how the morphology affects the magnetic
and magneto-optical properties of these structures. We first
evaluated the magnetic moments of Co atoms in three samples
grown with the same cobalt exposure of 20 nm but at different
temperatures of 100 ◦C, 300 ◦C, and 500 ◦C (see Fig. 2). The
surface density of Co atoms (NCo) was measured by applying
the MEIS method. Total magnetizations (M) were obtained by
SQUID measurements at room temperature. The results are
summarized in Table I. It is seen that both NCo and M values
strongly decrease with temperature. The value of the atomic
magnetic moment (m = MCo/N) for the 100 ◦C sample is
1.0μB, which is noticeably less than the calculated bulk value
∼1.6μB for fcc Co structure.45 The reduced values observed
in our experiments can be caused by several reasons: decrease
of Tc in nanoparticles with respect to a continuous magnetic
layer, a partial oxidation of Co nanoparticles, which is quite
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TABLE I. Surface density of Co atoms NCo, total magnetization
M , and atomic magnetic moment m in Co island grown at different
temperatures.

Growth temperature N M m

(◦C) (1015 atom/cm2) (10−5 emu/cm2) (μB)

100 162 155 1.0
300 84 64 0.8
500 13 5.9 0.5

likely, and possible formation of cobalt fluoride at elevated
temperatures.

It has been found that the magneto-optical effects in our
structures also strongly depend on the growth conditions
used. In particular, Fig. 14 shows the magnetic field depen-
dence of the polar (PMOKE) and longitudinal (LMOKE)
magneto-optical Kerr effect in the structures grown at a
fixed temperature of 100 ◦C and different Co exposures:
D = 3, 5, and 8 nm. It is seen that the amplitudes of both
polar and longitudinal MOKE decrease drastically with the
decrease of Co exposure. This correlates with the measured
total magnetization of these structures obtained by SQUID.
LMOKE exhibits a well-pronounced hysteretic behavior. In
contrast, PMOKE exhibits a nonhysteretic dependence on the
magnetic field. This indicates that the magnetization at H = 0
is in-plane oriented so that applying a surface normal magnetic
field H results in an out-of-plane rotation of the magnetization.

The change of sign of both PMOKE and LMOKE in
the structures with isolated magnetic nanoparticles has been
observed earlier for different magnetic particles and substrates.
The effect was ascribed to the light scattering from nanoparti-
cles combined with the reflection from the substrate.46,47 We
have also found that the decrease of the surface density of Co
islands and the change of their volume (e.g., with increasing
the growth temperature) strongly affects the out-of-plane
magnetic anisotropy. Figure 15 shows the magnetic field
dependence of PMOKE, normalized to the PMOKE magnitude
at H = 20 kOe. The measured structures were grown at fixed
D = 8 nm and different temperatures. It is expected that
the out-of-plane magnetic anisotropy is determined by the

FIG. 14. Magnetic field dependence of PMOKE in structures
grown at 100 ◦C and different Co exposures D = 3, 5, and 8 nm,
the inset showing the hysteresis loops measured by LMOKE.

FIG. 15. (Color online) Magnetic field dependence of the nor-
malized PMOKE for the structures with D = 8 nm grown at RT,
300 ◦C, and 500 ◦C.

shape anisotropy, the magnetocrystalline anisotropy, and the
anisotropy induced by the deposit-substrate interactions. In
the structures grown at room temperature and 100 ◦C, the Co
coverage of the substrate is large so that the magnetic layer
is a two-dimensional array of interacting nanoislands. In this
case, the saturation of PMOKE occurs at Hs

∼= 20 kOe, which
is close to the observed saturation value for the Co films of
∼1 μm thickness (not shown).

In this case, the saturation field Hs for the out-of-plane
orientation of the magnetic field is determined mainly by
the depolarizing field Hd = 4πMs , which is about 18 kOe
in bulk Co. As discussed in Sec. III A, the increase of
temperature always results in the reduced island density N (see
Fig. 4). Therefore, high-temperature magnetic layers consist of
magnetically isolated nanoparticles. The distance between the
island centers equals ∼100 nm at 500 ◦C, ∼50 nm at 300 ◦C,
and ∼30 nm at room temperature. This leads to the decrease of
Hs and the corresponding increase of the slope in the magnetic
field dependence of the normalized PMOKE.

It is clear that the transformation of the magnetic layer from
an array of dense particles to a dilute ensemble of weakly
interacting islands should be followed by the corresponding
change of the magnetic field behaviors of magnetization
and PMOKE. In a dense array, the shape anisotropy can
be well described by the thin-film approximation (Hd =
4πMs), which only weakly depends on the particle shape.
In a dilute ensemble of magnetically isolated nanoparticles,
the anisotropy is determined mainly by the island shape and
should be much smaller. This results in the corresponding
decrease of the saturation field and the increase of the slope
of M(H ) dependence at H = 0. It is expected that the relative
contributions of the magnetocrystalline anisotropy and the
induced anisotropy are approximately the same in both cases,
because dense and dilute samples consist of particles of the
same crystal structure, orientation, and lattice parameters.
In the case of intermediate coverage, the magnetodipole
interaction can also contribute to the resulting out-of-plane
anisotropy.

No considerable in-plane anisotropy is expected in dense
arrays similar to that shown in Fig. 5(b). The coercive field
Hc in such structures should not vary with the orientation of
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FIG. 16. (Color online) Hysteresis loop anisotropy in the sample with D = 13 nm, whose morphology is shown in Fig. 7(a): (a) LMOKE
hysteresis loops for the magnetic field aligned parallel (black solid line) and perpendicular (red dashed) to the direction of the CaF2(111) atomic
steps; (b) azimuthal dependence of the coercive field.

magnetic field in the film plane. However, remarkable in-plane
anisotropy was observed in structures with almost straight
linear chains of Co nanoparticles decorating the atomic steps
[Fig. 7(a)]. A typical dependence of the coercive field Hc on the
magnetic field azimuth φ for different directions with respect
to the CaF2 atomic steps is shown in Fig. 16. It is seen that
the coercive field reaches its maximum when the magnetic
field is directed along the atomic steps (φ = 150◦ and 330◦)
and is minimum for the perpendicular direction (φ = 60◦ and
240◦). Such a behavior clearly reveals the existence of easy
magnetization axis directed along the atomic steps.

Thus, the absolute value and the anisotropy of the coercive
field should be sensitive to the particle density in the array.
Figure 17 shows the dependence of Hc and the anisotropy
parameter A [defined as A = (H max

c − H min
c )/(H max

c + H min
c )]

for the structures grown with different Co exposures. At
relatively small (below 10 nm) and large (above 30 nm)
exposures, the in-plane magnetic anisotropy is almost neg-
ligible. However, it rapidly increases toward intermediate D

and reaches its maximum at D ≈ 15 nm. Such a behavior can
be explained considering that the magnetic dipole interaction
is negligible in a dilute ensemble and the distribution of easy
magnetization axes in the particles is random. At large D, the

FIG. 17. (Color online) Coercive field Hc and anisotropy param-
eter A depending on the Co exposure D.

spatial ordering into linear chains is lost again and the magnetic
isotropy is retained.

If the particles in the linear chains are magnetically sepa-
rated, possible reasons for the in-plane magnetic anisotropy
include the magnetic dipole interactions and the shape
anisotropy. We saw earlier [see Fig. 12(d)] that most particles
in chains do not show any pronounced shape anisotropy, so the
dipole interaction should be central for the observed in-plane
anisotropy. Indeed, the maxima of Hc and A at D ≈ 15 nm
correspond to the maximum of the ratio d‖/d⊥, where d‖ and
d⊥ are the averaged distances between the particle boundaries
along the chains and perpendicular to the chains, respectively.
The dependence d‖/d⊥ on D was obtained from the analysis
of the correlation function calculated from AFM images at
different Co exposures.

To characterize the contribution of the magnetodipole in-
teraction into the resulting magnetic properties of the samples
with linear chains of Co islands, the initial magnetization
(IM) curves (often called the virgin curves) were measured
for a series of high-temperature samples (whose coercivity
and magnetic anisotropy are shown in Fig. 17). As shown
in Refs. 48 and 49 the sign and the absolute value of the

FIG. 18. (Color online) Normalized hysteresis loop, the IM, m̄

(dotted line), and �m curves for the sample with D = 20 nm.
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FIG. 19. (Color online) The �m(H ) curves in the arrays with
different Co exposure.

difference �m between the IM curve and the half-sum m̄

of the ascending and descending branches of the hysteresis
loop are directly related to the type and strength of magnetic
interactions in a ferromagnetic layer. This procedure is rather
similar to the analysis of the Henkel plots obtained from the
measurements of minor hysteresis loops;50,51 however, it is
much less time consuming. Figure 18 shows the normalized
hysteresis loop (measured by LMOKE in the S polarization),
the IM, m̄, and �m = IM − m̄ curves for the sample shown
in Fig. 12(c). According to Ref. 48, the negative sign of �m

reveals the dominant role of the magnetodipole interactions in
the reversed magnetization of this particular array.

The �m differences in the arrays with D = 10, 20,
30, and 45 nm are presented in Fig. 19. It is seen that the
absolute value of �m (which is proportional to the energy
of the magnetodipole interaction) increases with the size
of the nanoparticles (see Fig. 7). The magnetic anisotropy
rapidly decreases for D > 20 nm and is almost absent in the
structures with D = 30 and 45 nm. This is not so unexpected,
because the structures with high D show no certain lateral
ordering of Co nanoparticles, as seen from Fig. 7. The
procedure used for measuring �m enables the detection of
the magnetodipole interaction in the sample with D = 10 nm,
yielding the in-plane magnetic anisotropy as high as 20%.
A noisier �m curve in this sample is explained by a lower
LMOKE signal due to a smaller amount of magnetic material
in this structure. Interestingly, strong in-plane magnetic
anisotropy of Co nanoparticles was observed earlier when
corrugated CaF2(110) layers on Si(001) substrates were used
as interlayers. A grooved-and-ridged morphology of these
structures considerably decreased the symmetry of the surface.
This resulted in a considerable in-plane uniaxial magnetic
anisotropy with the easy axis directed along the grooves.52,53

We also note that the shapes of hysteresis curves of linearly
aligned Co arrays clearly indicate the vortex formation studied
earlier in a number of works; see, e.g., Refs. 54 and 55.

VII. SUMMARY

To sum up, MBE growth of Co on CaF2/Si(111) has
been studied by a number of characterization methods and

modeled within the kinetic approach. The two-step procedure
for growing the CaF2 buffer on Si(111) is developed, which
enables one to obtain more regular arrays of Co nanoparticles.
It is shown that Co tends to nucleate at the surface steps
independently of the growth temperature. When less than 1 nm
of Co is deposited below 300 ◦C, Co islands decorate the CaF2

surface steps. At a higher temperature and exposure, Co islands
redistribute uniformly. The low sticking probability of Co onto
CaF2 results in the transition from the complete to incomplete
condensation regime as the growth temperature is increased.
In particular, the percentage of Co remaining at the surface is
estimated as being 100% at 100 ◦C, 51% at 300 ◦C, and only
8% at 500 ◦C.

A series of samples were grown at different temperatures
and Co exposures to gain a full understanding of the growth
process and the kinetic tuning knobs that can be used for the
controlled fabrication of magnetic nanoparticles. By analyzing
island heights depending on the exposure, the two major
growth modes are identified: the direct impingement at high
temperatures and the surface diffusion at low temperatures.
These results are further confirmed by analyzing the island
height histograms. It is shown that both the density-exposure
curves and the height distributions at different conditions are
well described by the universal double exponential shapes.
Theoretical curves represent fairly well the experimental data,
while the fits enable the determination of some important
kinetic parameters.

The crystal quality and the spatial ordering of Co islands
on CaF2 surface are shown to improve significantly when
a seeding layer of Co is grown below 100 ◦C, followed
by the deposition of the main Co layer at 500 ◦C–600 ◦C.
This approach eliminates the low sticking issue at high
temperatures, because Co sticks to preexisting particles of the
seeding layer. The coalescence of islands grown at 600 ◦C is
shown to be of the liquidlike type, which explains why the
spatial ordering along the steps is lost at higher exposures.

Crystal structure, epitaxial relations, and defects of Co
nanoparticles have been studied by different diffraction meth-
ods. Analysis of RHEED data shows that the best crystalline
quality is obtained above 500 ◦C. The fcc crystal structure
continuing the lattice of CaF2 is found to be dominant. Unusual
streaks with rather slow intensity decay rates are observed by
RHEED. The XRD analysis shows that the main reason for
streaking is the antiphase domain boundaries. The HRTEM
studies confirm the presence of those boundaries and also show
that the Co/CaF2 interface is abrupt with no intermixing. The
geometrical shape of the Co islands, examined by AFM, SEM,
and TEM, is shown to be flat topped and faceted with {111}
and {100} crystal planes.

It has been found that magnetic and magneto-optical
properties depend strongly on the density and shape of Co
nanoparticles. The transition from dense to dilute arrays
leads to the change of in-plane and out-of-plane magnetic
anisotropy as well as the signs of PMOKE and LMOKE.
In the structures with linear chains of Co nanoparticles, the
in-plane magnetic anisotropy behaves similarly to quasi-one-
dimensional Fe/W(110) (Ref. 56) and Fe/Mo(110) (Ref. 57)
stripes, but differently to the Fe/Cu(111) stripes, where the
easy axis is perpendicular to the surface.58 It is also shown
that the magnetodipole interaction plays an important role in
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the magnetic properties of structures with Co exposure higher
than 10 nm. This leads to a strong in-plane magnetic anisotropy
in the spatially ordered arrays.

A wide range of characterization techniques (including the
direct space and reciprocal space methods) used in this study
along with growth modeling have led to a good understanding
of a rather complex growth process in this important material
system. The kinetic tuning knobs have been identified that
enable precise control over the growth of Co nanoparticles
at different stages, including the CaF2 layer deposition, Co
nucleation, growth, and coalescence. Important correlations
between the morphology, crystal structure, and magnetic
properties have been revealed. More studies are planned to
identify the role of elastic relaxation and plastic deformation
in the resulting structures.59 A wide range of implementations
of the achieved understanding is expected, including the
controlled fabrication of magnetic nanoparticles not only
on the nonmagnetic insulators such as CaF2, but also on

magnetically ordered materials like antiferromagnetic MnF2

and NiF2.
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