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Impact of wetting-layer density of states on the carrier relaxation process in low indium content
self-assembled (In,Ga)As/GaAs quantum dots
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Carrier relaxation processes have been studied in low indium content self-assembled (In,Ga)As/GaAs
quantum dots (QDs). Temperature-dependent photoluminescence of the wetting layer (WL) and QDs, and
QD photoluminescence rise time elongation from ~100 to ~200 ps in the range of 10—45 K, indicated a complex
carrier relaxation scheme. It involves localization of carriers/excitons in the WL, their temperature-mediated
release, and subsequent transfer between the states of the WL and QD ensemble. These observations are
explained by a thermal hopping model, in which electron-hole pairs are redistributed within two separate sets of
zero-dimensional states of considerably different densities connected by a two-dimensional mobility channel.
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I. INTRODUCTION

The rapid development in the fabrication of self-assembled
semiconductor quantum dot (QD) structures has been followed
by a remarkable amount of research devoted to the exploration
of their unique electronic and optical properties."> The quasi-
zero-dimensional character of the QD density of states and
possibilities to achieve dense QD matrices as well as single
QD objects open a broad field of potential applications.**
As long as low-temperature operation is taken into account,
which is justified for some of the very sophisticated quantum
devices, the considered QD system containing lowly strained
and elongated (enlarged) quantum dots exemplifies one of the
possible target systems for optoelectronic devices utilizing
cavity quantum electrodynamics. Its peculiar properties, such
as low QD surface density and enhanced transition oscillator
strength, can lead to the development of a dot-in-cavity system
characterized by a superior photon extraction efficiency, highly
directed emission, a tunable photon emission rate, and easily
reachable strong-coupling regime conditions for moderate
quality factors of the cavities. These are related to at least
a few applications, starting from single-dot lasers, single-dot
photon emitters, quantum information processing devices
based on single QDs, QD molecules, and QD matrices.>™ For
most of these foreseen applications, the knowledge of carrier
dynamics, including carrier diffusion, QD carrier capture, and
intraband relaxation to the QD ground state, plays a pivotal
role.

Self-assembled QDs grown in the Stranski-Krastanow
mode are formed on a strained wetting layer (WL), be-
ing nominally a few-monolayers-thick quantum well. For
nonequilibrium carrier population injected into the matrix
(GaAs in this case), its relaxation down to the QD ground
state can occur either (i) directly,lo (ii) through the continuum
of the band gap states,''='* or (iii) through the WL."5- It is
well established that the carrier-phonon®*~23 and Coulomb in-
elastic scattering 28 processes among others provide efficient
channels of energy dissipation in all these cases. The relaxation
of photogenerated carriers into QDs via the wetting layer has
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been widely investigated so far, revealing its key role in the
relaxation scheme.!>~%2 This research affirms that the WL can
act as a large carrier reservoir, collecting electrons and holes
from the matrix and redistributing them over the ensemble
of QDs. The relaxation scenario, however, strongly depends
on the nature of the WL carrier confinement, especially when
taking into account the 0D WL carrier localization,'3?°-3% and
it still remains unclear in many systems.

In this paper, we study the temperature-affected carrier
relaxation dynamics and its dependence on the surface density
of dots and density of states in the wetting layer, in a
sample containing low strain Ing 3Gag 7As QDs. The relaxation
processes are probed directly by photoluminescence (PL)
and picosecond time-resolved photoluminescence (TRPL)
measurements performed as a function of temperature.

We identify a significant role of the carrier localization in
the WL due to its local confinement potential fluctuations, and
its influence on the carrier relaxation in the entire system.
Moreover, we show that the ratio between the density of
such quasi-zero-dimensional states in the WL and the surface
density of QDs has a major influence on the carrier dynamics
and can lead to an atypical elongation of the QD PL rise time
with temperature.

II. EXPERIMENT

The sample was grown by solid source molecular beam
epitaxy on an undoped (001) oriented GaAs substrate. A
weakly strained Ing3Gag7As layer with a nominal thickness
of 4.5 nm was deposited on a 300-nm-thick GaAs buffer. Due
to the strain release and surface atom migration anisotropy,
strongly elongated QDs are formed, with typical sizes of 25 nm
in width, several nanometers in height, and up to 100 nm in
length for uncapped QDs.**3> They are preferentially aligned
along the [110] direction and exhibit a rather low planar density
of ~5%10° em~2. For the PL and TRPL experiments, the
sample was placed in a helium-flow cryostat with a precise
(better than 0.1 K) control of the temperature in the range of
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4.5-300 K. The structure was excited nonresonantly by a pulse
train from a Ti:sapphire mode-locked laser with a repetition
frequency of 76 MHz and 140 fs pulse width. The intensity
of the emitted light was detected by a liquid-nitrogen-cooled
(In,Ga)As charge-coupled device camera combined with a
0.3 m focal length single grating monochromator. In the case
of TRPL experiment, the temporal characteristics of the PL
intensity was analyzed by a streak camera system equipped
with the S1 photocathode. The effective time resolution of the
setup was ~15 ps.

III. EXPERIMENTAL RESULTS

A. Photoluminescence

Figure 1(a) shows the evolution of the PL spectra versus
temperature for the Ing3Gap7As/GaAs QDs under nonreso-
nant excitation with photon energy of 1.557eV. At T = 10K,
the PL spectrum is dominated by a peak centered at 1.347 eV,
which exhibits some asymmetry toward the low-energy side.
With increasing temperature, the asymmetry increases and
finally at 7 > 30 K two well-resolved PL bands appear. This
finding suggests that in the considered temperature range of
10-60 K, the PL spectrum always consists of at least two
main emission channels. The high-energy one is attributed
to the electron-hole recombination in the WL, whereas the
lower-energy emission is related to the QD ensemble. For
further analysis, the PL spectrum was fitted by two Gaussian
profiles. For each of them, the integrated emission intensity
and the energy position of the PL. maximum was extracted;
both are illustrated in Fig. 1. As can be seen in Fig. 1(b),
when the temperature increases from 10 K to ~30 K, the
emission intensity of the WL band quenches considerably
while the QD emission intensity increases. Such correlation
between the WL and QD PL intensities indicates the existence
of a temperature-activated carrier transfer process between two
different sets of optically active states (in the WL and QDs).

Another striking feature is observed in Fig. 1(c). The WL PL
peak position is almost constant at 1.347 eV in the temperature
range from 10 to 30 K and it shifts slightly to higher energy
for T > 30 K, whereas for the QD emission there is observed
a continuous shift of the PL peak maximum toward lower
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FIG. 1. (a) PL spectra evolution vs temperature obtained for
Ing3Gay7As/GaAs QD structure. (b) Temperature dependence of the
integrated PL intensity for the WL (full squares) and QD (open
circles). (c) Energy position of the peak maximum vs temperature
for the WL and QDs PL bands.
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energy as the temperature increases. The latter is caused
by the temperature-driven spatial redistribution of carriers
between QDs of different quantum confinement depths. Note
that the excitation conditions used here (Pay = 0.5 W cm™2)
correspond to less than 1 electron-hole (e-h) pair created per
dot within a pulse, i.e., not all the dots are populated on average.
Contrary to QDs, a slight spectral blueshift of the WL emission
energy can be related to the carrier release from the localized
WL states to the 2D WL mobility edge (extended 2D states).

The above-presented analysis allows us to draw a consistent
picture of the carrier dynamics in the investigated QD sample.
Just after the optical pulse excitation, the photogenerated
electron-hole pairs relax from the GaAs matrix down to the WL
and QDs. Since the WL PL intensity dominates the overall PL
spectrum at low T, the majority carrier population is efficiently
collected by the WL, which has in addition a complex density
of states (DOS). Our previous uPL experiments confirmed that
a three-dimensional carrier confinement is present in the WL,
dominating the PL spectrum at low temperatures.*® Indeed,
the expected two-dimensional WL density of states (2D DOS)
is accompanied by a zero-dimensional one (0D DOS). The 0D
WL states have previously been observed in self-assembled
InAs/GaAs (Ref. 33) and (In,Al)As/(Al,Ga)As (Ref. 31) QD
structures. Their presence can be attributed to the clustering
effect occurring especially at the border between the 2D and 3D
surface morphology transition in Stranski-Krastanow growth
mode.? Another explanation of 0D WL state formation is the
local variation in the WL chemical composition (In variation?)
and WL thickness. We believe that both these effects are most
likely present in our QD structure.

Let us turn back to the carrier relaxation scenario. Since we
kept low the density of the photogenerated e-A pair population,
the increase in the temperature enhances the phonon-mediated
rather than the inelastic Coulomb scattering carrier transport,
which in turn contributes to (i) carrier redistribution between
0D WL states, (ii) carrier activation from OD states to the 2D
WL mobility edge, and (iii) carrier capture and redistribution
within the ensemble of dots.

B. Time-resolved photoluminescence

The carrier relaxation scenario described above can be
verified more directly by measuring the PL signal kinetics.
Figure 2 shows examples of the TRPL traces measured in the
spectral region corresponding to the WL emission [Fig. 2(a)]
and the QD emission [Fig. 2(c)]. Each TRPL trace was fitted
with a double exponential function in order to extract the
PL rise, r,’é, and decay time constants, ri), respectively, for
the WL (i = WL) and QDs (i = QD). The t)* and 73"
versus temperature are presented in Fig. 2(d). At T = 10 K,
Tt 2280 ps and drops slightly within the entire investigated
temperature range, while th increases from 350 at 10 K
to reach the maximum of ~500 ps at 35-45 K, and finally
drops down to ~380 ps at 60 K. The low-temperature QD
PL decay agrees well with the exciton recombination time of
350 ps measured for a similar, elongated Ing 3Gag7As QDs by
a single photon counting method.?” The most intriguing result
is observed for the PL rise time as presented in Fig. 2(b).
While the 7)'" shows a reduction from 50 ps down to 15 ps
when the temperature increases, the QD PL rise time exhibits
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FIG. 2. (a) TRPL traces vs temperature for the WL emission
at 1.347 eV, and (c¢) QD emission at 1.306 eV. (b) Temperature
dependence of the WL and QDs PL rise time, and (d) PL decay
time. Excitation power P,, = 0.5 W cm~2.

a considerable increase from 70 ps at 10 K up to ~160 ps
at 45 K. The r,?D characterizes the e-h population built-up
time at the QD ground state.* Such a rise time elongation has
been observed experimentally in other structures,** but it
has never been explained satisfactorily before.

IV. THEORETICAL MODEL OF CARRIER KINETICS

A. Model introduction and general assumptions

To explain the experimentally observed carrier kinetics,
we propose a simple multilevel model based on the above-
mentioned relaxation scheme illustrated in Fig. 3. In this
sense, it resembles to some extent the Mott conductivity model
introduced to explain the charge transport occurring through
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FIG. 3. (Color online) Schematic representation of the carrier
dynamics model in the self-assembled QD system with large density
of OD WL states.
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the carrier jumps between 0D confined states in a spatially
disordered system.** Within the presented model, the e-h pair
dynamics is governed mainly by temperature-driven capture
and release processes within distributions of 0D WL and QD
states in the vicinity of the 2D WL channel. To keep the model
rationality, we do not include direct spatial correlation between
the OD confined states, which enlarge the amount of model
parameters considerably. This issue is represented by varying
the number of 0D WL states for a constant number of QDs.

Our model is constructed under an important assumption
that a direct lateral carrier transfer between OD states is
strongly suppressed. This is justified in the regime of relatively
low QD and OD WL surface densities, low temperature and
low photoinjected carrier population, which is in very good
agreement with the experimental conditions. Indeed, for the
structure under study, the QD density is ~5 x 10° cm™2,
thus the average distance between two adjacent dots exceeds
100 nm, too far to provide efficient quantum mechani-
cal coupling through the most common interaction mecha-
nisms, e.g., the long-range dipole-dipole**° or charge/exciton
tunneling.*#3

The mean nearest-neighbor distance between a QD and
a 0D WL site as well as between two adjacent 0D WL
sites in such a spatially inhomogeneous system is hard, if
not impossible, to determine experimentally. Nevertheless,
we believe that a direct carrier transfer cannot explain the
experimental observations. On the one hand, the QD and
0D WL states are energetically decoupled, as is presented
in Fig. 1. The only possible carrier transfer mechanism
between them is either resonant via the QD excited states or
nonresonant through the phonon-assisted inelastic tunneling
and/or multipole interactions.*® On the other hand, the shallow
confining potential of QDs implies the presence of a single
confined state, therefore only phonon-mediated carrier transfer
mechanisms could play a role under the low density of
photoinjected carriers. If so, the PL rise time r,?D as a function
of temperature should be determined mostly by the Bose
distribution function, ng = [exp(E/kgT) — 1171, according
to 1/ ‘[I?D x Wo(np + 1), where E is the phonon energy, kp
is the Boltzmann constant, and W, is the transition rate at
T =~ 0 K. Consequently, the transfer mechanism should lead
to the reduction of ‘L'I?D with increasing temperature. This
fact, confronted with the experimental evidence presented in
Fig. 2(b), suggests that 0D WL to QD direct carrier tunneling
can play only a minor role in the observed PL dynamics, at
least in the temperature range up to 4045 K.

The direct lateral carrier transfer between 0D WL sites is
a more problematic issue and cannot be fully excluded or
experimentally identified. We believe, however, that such a
carrier transfer within the OD WL state distribution will not
affect significantly the QD PL kinetics, as will be discussed
in more detail below, but it influences a carrier redistribution
process in the WL.

Finally, we assume that the modeled carrier dynamics is
related to the relaxation of Coulomb bound e-A pairs rather
than individual carriers. Since the estimated e-4 binding energy
to form an exciton in (In,Ga)As/GaAs QDs is on the level of
15-25 meV (Ref. 50) and the experiment is performed in the
temperature range of 10-60 K (kz T is less than 5.2 meV), the
assumption is well supported.
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B. Model description

Mathematical representation of the model can be summa-
rized in the following set of rate equations:

dl’lM ny ny Eanr ny n;
Dor_ Mt T S S (1= 2,
dt M TurM kgT Teaps 4 N;

n; —E,‘
+ —e — ), 1.1
Yo (5r) @
dn; n; n; —EM
PR — e p
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ny 1 n; + n; —El‘ (1 2)
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Initial model conditions assume that all e-h pairs which
are injected into the system populate immediately the 2D
WL states, namely the mobility edge. The e-h density in this
state is denoted as nj; and its subsequent time evolution is
described by Eq. (1.1). Following this expression, the 7y,
can be depopulated radiatively with a decay time constant
of t,,,, or nonradiatively, taking into account at least two
possible relaxation channels. The first channel provides carrier
losses characterized by a time constant of t,,, additionally

Eanr

modulated by the temperature-dependent factor of exp(— i ¥

Here, the E{;" accounts for the energy threshold above which
e-h pairs are irreversibly lost due to their interaction with,
i.e., crystal lattice or defect states. The second nonradiative
recombination channel is described by the third term of
Eq. (1.1). It accounts for the carrier capture probability by some
distribution of QD or WL localized states. In this term, cyp, is
the capture time to N; states constrained to the energy interval
of AE; = (E;,E; + 6E) (6E = 1 meV), so N; stands for the
“local” density of states. Additionally, the capture probability
is governed by the occupation factor (1 — ,'\1/—) within the
“local” DOS and finally by the ratio of the “local” and total 0D
DOS: p; = W The total 0D DOS consists of the 0D QD

DOS, Ngp, and the 0D WL DOS, Nwy.. The Ngop and Ny, can
be set independently. Their distribution function is assumed to
be Gaussian with a full width at half-maximum equal to 30 and
7 meV, respectively. Additionally, the distribution of the 0D
WL states has been cut off at the energy corresponding to the
mobility edge, as is shown in Fig. 3. The maximum of the QD
distribution is shifted by 50 meV with respect to the mobility
edge. All those characteristic energies assumed in the model
are supported by the PL experiment.

Although the above-described electron-hole pair relaxation
channels provide carrier losses to mobility edge population,
these processes are partially reversible. Carriers previously
trapped by localized states can be retrieved partially thanks
to their coupling to the rising phonon bath caused by the
temperature increase. This mechanism is enclosed in the last
term of Eq. (1.1). Carrier release from localized states is
defined as a function of the release time, 7,,, modulated by
the Boltzmann factor, where E; stands for the depth of the
carrier confinement potential.

The temperature-controlled evolution for each of the “local”
e-h pair populations n; limited to the energy interval AE;, as
defined earlier, is in turn described by Eq. (1.2). Similarly to
Eq. (1.1), the first term is responsible for the spontaneous
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TABLE 1. Set of parameters used in the simulations.

T, (PS) Ty (PS)  Teap (PS)  Ta (pS)  EUM (meV)
2D WL 200 50 20 20 6
0D WL 400 50 20 20 6
QD 350 50 20 20 15

emission process occurring with the characteristic decay
time constant of 7,,. The second term describes temperature-
mediated nonradiative losses to the n;, where E?™ is the
threshold energy. Finally, the third and fourth terms describe
the temperature-dependent carrier capture and release from
0D states, namely the hopping transport between these states.
The set of rate equations (1) has been solved numerically
for parameters based on experimental and theoretical data
presented in Table I.

Since the 2D WL electron-hole pair recombination time
cannot be directly taken from the TRPL experiment, it is
assumed to be of the order of 200 ps, according to calculations
presented in Ref. 51. Also, the 0D WL recombination time
has been slightly tuned from 280 ps as measured to 400 ps.
This modification is justified due to the fact that even at low
temperature there can exist a coupling between the 0D WL
sites which can lead to the shortening of measured PL decay
time. However, as we have checked, the 7,, for the 0D WL
states can be tuned between 200 and 500 ps without altering
the simulation results significantly.

V. DISCUSSION

Figure 4 presents the simulated temperature evolution of
the e-h pair population rise and decay time at one of the
energy positions corresponding to the QD [Figs. 4(a) and 4(c)]
and the OD WL DOS [Figs. 4(b) and 4(d)]. The results are
displayed as obtained for three different conditions: (i) the
number of 0D WL states exceeds slightly the number of QDs
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FIG. 4. (Color online) (a) and (b) Theoretically predicted tem-
perature evolution of e-h population buildup time for QD (a) and WL
(b). (c) and (d) The e-h population decay time for QD (c) and WL (d).
Data are plotted as a function of three different Nqp/Nwy, ratios: 0.3,
3, and 30. Points are collected for the number of QD and WL states
fixed, respectively, at 50 and 3 meV below the 2D WL mobility edge.
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(Ngp/Nwr. = 0.3); (ii) the number of 0D WL states is slightly
smaller than the number of QDs (Ngp/Nwi, = 3); and (iii) the
number of QDs exceeds greatly the number of 0D WL states
(Ngp/Nwi, = 30). Qualitative comparison of the experimental
results presented in Figs. 2(b) and 2(d) with the theoretical one
in Fig. 4 leads to the conclusion that both characteristics follow
very similar trends, as far as Nwi, > Ngp. This is particularly
important in the context of QD PL kinetics and the atypical
temperature behavior of the PL rise time. These results suggest
that the number of 0D states in the WL and their intrinsic carrier
dynamics can affect strongly the temperature-dependent e-h
population buildup process in QDs.

To understand the physical background responsible for the
increase of the QD PL rise time presented in Fig. 2(b), we
have to consider a temperature-driven carrier hopping transport
between 0D states of different confinement depths and spatial
arrangements. In the system under study, the 0D WL DOS
spreads only over a few meV below the 2D mobility channel,
thus the most probable mechanism for the carrier to be captured
and released by the 0D WL or QD sites occurs through single
or multi-acoustic-phonon emission and absorption.’>>* In the
following model, the spatial arrangement of the localized
0D sites is partially simulated by varying the number of 0D
WL states (a single confined state per site) in the regime of
low QD density. If Nwi, is much less than Ngp, it is more
likely that a carrier once released from the 0D WL site to
the 2D mobility channel will again be captured by the QD
rather than by another 0D WL site. As temperature rises, the
efficiency of the exciton-phonon interaction increases, and this
controls mainly the observed carrier dynamics. Therefore, in
a typical self-assembled QD system in which the condition
Ngp > Nw is fulfilled, the decrease of the QD PL rise
time with increasing temperature is observed.”*>> The QD
carrier relaxation scenario can change dramatically when the
number of 0D WL states exceeds significantly the number
of QDs. At low temperature, the carrier-phonon scattering
process is less effective. Once a carrier is released from the
confinement potential of a 0D WL site, most likely it will be
captured by another OD WL site rather than by a QD due
to the difference in the density of OD WL sites and QDs
(Ngp < Nwr). Itis expected that before a carrier is recaptured
by a QD, it will experience several jump acts in random
directions. The underlying processes are time-consuming and
involve multiple carrier-acoustic-phonon scattering events. To
explain quantitatively the elongation of the WL-to-QD GS
relaxation time with temperature, we have to consider the
temperature-enhanced process of transferring carriers from the
WL states to the dots. Since the QD e-h pair recombination
lifetime (350 ps) is much longer than the WL-to-QD GS
relaxation time (up to ~160 ps), this reduces the number of
available dot states (empty dots) for further WL-QD transfer.
The higher the temperature is (up to a certain limit related
mostly to thermal ionization of QDs), the smaller is the number
of QDs which can acquire the excitons from the WL, and hence
the longer it takes to transfer carriers from the WL states to
the dots. Consequently, it should lead to the increase of the
QD PL rise time as observed experimentally in Fig. 2(b) and
simulated numerically in Fig. 4(a).

Itis worth mentioning that the presented model also predicts
the experimentally observed QD and WL PL decay kinetics,
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and partially the WL PL rise time, which additionally confirms
the validity of the model and its generality. Figure 4(b) shows
the 0D WL e-h population rise time versus temperature. In the
system with a number of 0D WL states larger than the popula-
tion of QDs, the drop of the WL rise time with increasing tem-
perature is preceded by a slow change in the low-temperature
limit (5-15 K). A similar picture is presented for experimental
data in Fig. 2(b) (open circles). This initial slow down of the
buildup of the 0D WL state e-h population is attributed to the
inefficient carrier capture by the QDs governed by multiple
jumps of e-h pairs within the ensemble of 0D WL states.

The QD PL decay time presented in Fig. 2(d) (closed
circles) is also well recovered qualitatively by the numerical
data in Fig. 4(c) (closed circles) in the limit of Ngp < Nwr.
Initially, in the temperature range up to about 3040 K, the e-h
population decay process in QDs is decelerating. This trend is
reversed at higher temperatures. Two factors contribute to the
initial deceleration of the e-h population decay process. The
first one is related to the increasing number of QDs of a given
confinement energy depth, thus changing the statistics of the
QDs participating in the observed kinetics. The second one
is related to recovery of the QD e-h population by trapping
carriers from 2D WL states which were previously thermally
activated from shallow OD WL states or QDs. At elevated
temperatures, the QD population decay time becomes driven
by irreversible, nonradiative recombination processes.

The last issue to address is the measured WL decay time as
presented in Fig. 2(d) (open circles) and simulated in Fig. 4(d).
A certain difference can be observed between the measured and
simulated decay time constants. While the measured WL decay
time drops slowly in the temperature range of 10-60 K, the
simulated curves show a much more pronounced decrease of
the population buildup time. This difference can be attributed
to the lack of lateral carrier transfer between 0D WL states
in the current model, which can take place in the real system.
Either resonant or nonresonant exciton transfer between 0D
WL states can cause a slow down of the WL decay time by
constant refilling of empty 0D WL states. Nevertheless, these
data confirm that the possible lateral coupling between OD WL
states does not influence strongly the character of the QD PL
rise time temperature dependence.

The results of simulation presented in Fig. 4(b) are related to
a small set of localized states defined at a specific A E; within
the QD distribution. However, the QD population buildup
time should have temperature-sensitive dispersion simply due
to different localization depths of electron-hole pairs across
the QD or WL distributions. The experimentally obtained
dispersion of the PL rise times across the emission energy
scale is presented in Fig. 5(a). Figures 5(b) and 5(c) present
the calculated dispersion of the electron-hole pair population
buildup time on the OD states being a function of tempera-
ture for two initial conditions: Ngop < Nwi, [Fig. 5(b)] and
Ngp > Nwi [Fig. 5(c)]. If Nop < Nwr, the dispersion of the
population buildup time resembles very well the experimental
temperature characteristics, especially in the low-temperature
regime up to 30 K. At high temperature, there still exists
some discrepancy between the simulated and experimental
results: the TRPL traces measured at 7 > 40 K show an
increase in the PL rise time toward the low-energy side,
while the model predicts nearly constant carrier population
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FIG. 5. (Color online) (a) Dispersion of the PL rise time vs
temperature across the emission energy. (b) and (c) Numerical
calculation of the dispersion of the e-/ population buildup time for
two initial model conditions of Nop/Nwi = 0.3 (b) and Nop/Nwi, =
30 (c).

buildup time. Such apparent differences come from the QD
population statistics assumed in the model. Most likely the
real QD distribution in the given structure deviates from
the Gaussian-like distribution. The number of smaller QDs
with high energy of the ground-state transition exceeds the
number of larger dots which emit photons of lower energy.
At elevated temperatures (7 > 40 K) the carrier dynamics is
mostly determined by the carrier exchange between QDs and
the 2D mobility edge. Therefore, the experimentally observed
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continuous increase in the PL rise time toward low energy
can be governed by carrier hopping acts over the ensemble of
high-energy QDs.

VI. CONCLUSION

To conclude, we have performed studies of carrier dynamics
in low indium content, large and elongated self-assembled
(In,Ga)As/GaAs quantum dots formed on the wetting layer.
The PL experiment indicates the carrier localization within the
WL and the temperature-driven transfer between WL and QD
states. The temperature-dependent TRPL experiment shows
an unusual increase in the QD PL rise time with temperature.
Our findings can be explained by a temperature-activated
electron-hole pair transfer model. It has been implemented
in the form of a set of multilevel rate equations. The model
assumes carrier redistribution over two separate sets of QD and
0D WL states of significantly different densities, connected by
the two-dimensional mobility channel. We have shown that the
slow transfer rate between 0D WL states and QDs is related
to time-consuming, acoustic-phonon-mediated carrier jumps
between the large density of 0D WL states in the vicinity of
the 2D mobility channel.
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