
PHYSICAL REVIEW B 87, 125203 (2013)

Electronic origin of the conductivity imbalance between covalent and ionic
amorphous semiconductors
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Amorphous semiconductors are known to give rise to greatly reduced conductivity relative to their crystalline
counterparts, which makes the recent development of amorphous oxide semiconductors with high electron
mobility unexpected. Using first-principles molecular dynamics and electronic structure simulations, we have
analyzed the electronic and optical properties of covalent and ionic oxide amorphous semiconductors. We observe
that in covalent systems, amorphization introduces deep defect states inside the gap, resulting in a substantial
deterioration of electrical conductivity. In contrast, in ionic systems, such as the transparent conducting oxide ZnO,
amorphization does not create deep carrier-recombination centers, so the oxides still exhibit good conductivity
and visible transparency relative to the crystalline phases. The origin of the conductivity imbalance between
covalent and ionic amorphous semiconductors can be explained using a band coupling mechanism.
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I. INTRODUCTION

As an important component in thin-film transistors, flat-
panel displays, electrochromic windows, and solar cells,1–5

transparent conducting oxides (TCOs), which uniquely com-
bine high levels of conductivity with transmission of visible
light, have attracted great attention in the past two decades.
Recently, research in this field has focused more on amorphous
TCOs (a-TCOs) because they offer potential advantages over
conventional crystalline materials, such as low-cost synthesis,
smooth surfaces, and accommodation to lattice strain. More
importantly, unlike conventional covalent semiconductors,
excellent optical transparency and conductivity can exist in
a-TCOs even without chemical passivation.6 It is generally
expected that due to the lack of translational symmetry and the
formation of dangling bond states, amorphous materials should
exhibit a substantial deterioration in conductivity and optical
transmittance. This is indeed observed in conventional cova-
lent amorphous semiconductors (CAS), such as amorphous Si
(a-Si) and Ge (a-Ge), in which electrical conductivity in the
amorphous phase is several orders of magnitude lower than the
crystalline phase.7,8 Thus, it is quite surprising that a-TCOs and
their alloys, such as a-ZnO, a-In2O3, a-(In2O3)x(ZnO)1−x (a-
IZO), a-(In2O3)x(SnO2)1−x (a-ITO), and a-(SnO2)x(ZnO)1−x

(a-TZO), can still exhibit a high performance comparable to
their crystalline counterparts.6,9–12

To understand this puzzling observation and its underlying
physics, we have performed first-principles calculations to
study the electronic and optical properties of a-TCOs and
compared them to traditional CAS. We find that the high
conductivity in a-TCO materials is due to the high ionicity
of the oxides: Amorphization does not create deep levels
inside the band gap, thus the conductivity and transparency

are not significantly affected. This physical behavior is
explained through a band coupling mechanism, which provides
a fundamental understanding that will be useful for the future
design of optoelectronic materials.

II. METHOD OF CALCULATIONS

Ab initio molecular dynamics (MD) simulations were per-
formed using the Perdew-Burke-Ernzerhof (PBE) exchange-
correlation functional14 within density functional theory
(DFT) as implemented in the code VASP.15–17 The cutoff energy
for the wave-function expansion is 450 eV. Convergence with
respect to the plane-wave cutoff energy and k-point sampling
has been carefully checked. The atomiclike core states are used
to align the eigenvalue spectra of the crystalline and amorphous
phases.

It is well known that semilocal exchange-correlation
functionals such as PBE underestimate the band gaps of
semiconductors.18 To provide more quantitative electronic and
optical properties, we have also employed the nonlocal Heyd-
Scuseria-Ernzerhof (HSE06) functional.19,20 To illustrate the
differences in the electronic structures of covalent and ionic
oxides on amorphization, we choose the prototype covalent
compound Si and ionic compound ZnO as examples. For
crystalline Si (c-Si), the HSE06 calculated fundamental band
gap with mixing coefficient α = 0.25 is 1.16 eV, which is in
good agreement with the experimental value of 1.12 eV. For
crystalline ZnO (c-ZnO), the HSE06 calculated band gap with
mixing coefficient α = 0.375 is 3.40 eV for the wurtzite (WZ)
structure [3.24 eV for zinc-blende (ZB) structure], also in good
agreement with the experimental value of 3.44 eV.21

To generate the amorphous structures, MD simulations
were carried out on a cubic supercell of 216 atoms for both Si
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and ZnO. The k-point sampling was restricted to the � point.
Amorphization is realized following a four-step process22,23:
(i) heating the crystalline structure to generate the melted phase
at a temperature of 2500 K within Nosé canonical ensemble,
using a time step of 3 fs. (ii) After equilibration at 2500 K,
the temperature was quenched to 2000 K for 4 ps using a time
step of 2 fs. (iii) After equilibration at 2000 K, the temperature
was quenched to 1500 K at the same cooling rate. (iv) The
same process was repeated towards 0 K, where a standard
geometry relaxation was performed and the lattice constant
was optimized to zero pressure.

III. RESULTS AND DISCUSSIONS

Figure 1 shows the calculated pair distribution functions
(PDF) and bond-angle distributions of a-Si and a-ZnO struc-
tures produced by MD simulations. We notice that the first
coordination shell of a-Si and a-ZnO matches the first peak of
their respective crystalline phase. Outside the first coordination
shell, as expected, no long-range order is observed for the
amorphous phase. It is also clear from Fig. 1(a) that the
simulated PDF of a-Si well agrees with the experimental
measurement. To avoid the issue of the coordination number
depending on the choice of radius, we adopt the concept of
effective coordination number (ECN)23,24 to obtain the average
coordination number, i.e.,

ECNi =
∑

j

exp

[
1 −

(
ri,j

ri
av

)6]
. (1)

Here ri
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ri
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j ri,j exp

[
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(
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ri
min

)6 ]
∑

j exp
[
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FIG. 1. (Color online) Calculated (Calc.) pair distribution func-
tions (PDF) of (a) c-Si and a-Si, and (b) c-ZnO and a-ZnO, along with
(c) bond-angle distributions of a-Si and a-ZnO. Experimental (Expt.)
results from Ref. 13 are also plotted for comparison.

TABLE I. Structural parameters of a-Si and a-ZnO: average
coordination number (N̄ ), mean first-neighbor distance (r̄), standard
deviation of bond lengths(σr ), mean bond angle (θ̄ ), and standard
deviation of bond angles(σθ ).

N̄/4 r̄(Å) σr (Å) θ̄ (deg) σθ (deg)

a-Si Theory 0.996a 2.38a 0.04a 108.6a 14.3a

1.007b 2.38b 0.08b 108.3b 15.5b

0.963c – – 109.1c 12.5c

Experiment 0.99(3)d 0.975e 2.36d 0.07d 108.6e 11.0e

a-ZnO Theory 0.955a 2.01a 0.05a 108.9a 18.4a

aThis work.
bReference 25.
cReference 26.
dReference 27.
eReference 28.

ri,j and ri
min are the bond length and minimum bond length

between the atom i and the surrounding atoms. Thus, the
average coordination number can be obtained by

N̄ = 1

M

M∑
i

ECNi , (3)

where M is the number of atoms. Table I shows the simulated
structural parameters of a-Si and a-ZnO, where they are com-
pared to the corresponding experimental data when possible.
For a-Si, the obtained average coordination (N̄ ) number of
3.985 is similar to that obtained by integration to the first
minimum in the PDF. It is seen that the simulated average
coordination number and first-neighbor distance (r̄) are very
close to the corresponding values in crystalline phases. On
the other hand, the bond angles (θ ) are mostly distributed
between 80◦ to 140◦ [Fig. 1(c)], with a mean value (θ̄ ) of 108.6◦
and standard deviation (σθ ) of 14.3◦, consistent with previous
simulations.25,26 Compared with experimental studies, these
simulated structural parameters are in good agreement with
x-ray and neutron measurements for a-Si.27,28 For a-ZnO, the
average coordination number is 3.82, well in agreement with
the previous prediction.23 The mean bond angle is 108.9◦
with a standard deviation of 18.4◦, slightly smaller than the
tetrahedral angle of 109.47◦ in crystalline phase. It is clearly
seen that the average coordination number is slightly smaller
and the standard deviation of bond angles of a-ZnO is larger
than those of a-Si. This indicates that the generated a-ZnO
structure is more disordered than a-Si. The structure generation
process was carried out several times using different quenching
rates, and we found that the qualitative results are insensitive
to the choice of the amorphous phases.23,29

Figures 2(a) and 2(b) show the band structures and total
density of states (DOS) of the c-Si and a-Si supercells,
respectively. It is clearly seen that the amorphization of Si
introduces many deep defect states inside the band gap, leading
to a large reduction of the effective band gap. Figures 3(a)–3(d)
present the charge density isosurfaces of the band edge states
of c-Si and a-Si. As expected, both the conduction band
minimum (CBM) and valence band maximum (VBM) states
of c-Si are extended over the whole crystal. This is why
c-Si could have excellent n-type or p-type conductivity after
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FIG. 2. (Color online) Band structures (left) and total density
of states (right) of (a) c-Si and (b) a-Si systems based on HSE06
calculations. Green dashed lines show the band edges of c-Si. The
energy of the valence band maximum of c-Si is set to be 0 eV for
each case. Cyan dotted lines indicate the Fermi level (Ef ) position in
the a-Si system.

doping. However, in the a-Si phase, the lowest unoccupied
band (LUB) and highest occupied band (HOB) derived from
the dangling bond states are strongly localized [Figs. 3(b) and
3(d)], which would act as both electron and hole traps, causing

FIG. 3. (Color online) Band decomposed charge density isosur-
faces of band edge states of c-Si (a) and (c), and a-Si (b) and (d). The
yellow balls depict the Si atoms.

FIG. 4. (Color online) Band structures of (a) a-Ge and (b) a-GaAs
based on HSE06 calculations. The highest occupied states are set to
0 eV. The dashed green lines show the band edges of corresponding
crystalline phase for each case.

recombination of carriers, and reducing the conductivity.
Consequentially, the amorphization of Si is associated with a
substantial deterioration in electrical conductivity, as observed
experimentally.8 We have also verified that this situation is true
for some other covalent amorphous compounds. For example,
Fig. 4 presents the band structures of amorphous Ge and GaAs
(a-GaAs). It is similarly found that the amorphization of Ge
and GaAs also introduces many deep defect states inside the
band gap, consequently leading to a substantial deterioration
of electrical conductivity.

The band structures of c-ZnO and a-ZnO are plotted in
Figs. 5(a) and 5(b), respectively. Compared to the crystalline
phase, amorphization only slightly raises the valence band
(i.e., 0.32 eV higher in energy than that of c-ZnO), and the
conduction band onset is almost unchanged. So, stoichiometric
a-ZnO still has a large fundamental band gap of 2.84 eV. As
the dominant intrinsic defects in a-ZnO are the dangling bonds
of Zn and O atoms, these results demonstrate that cation and
anion dangling bond states are shallow. Therefore a-ZnO is
unlikely to form deep recombination centers through dangling
bond states, and hence a high conductivity could be achieved,
in contrast to the a-Si system (Fig. 2). The calculated optical
absorption coefficients α of c-ZnO and a-ZnO are shown in
Figs. 5(c) and 5(d), respectively. We find that for the crystalline
phase, the optical band gap is almost equal to the fundamental
band gap, whereas for the amorphous phase, the optical band
gap is about 3.12 eV, i.e., 0.28 eV larger than the fundamental
band gap because of the weak absorption associated with the
band tail states.23,30 The preservation of the large band gap
is in good agreement with recent measurements.31 Although
amorphization creates many defects and dangling bonds in
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FIG. 5. (Color online) Band structures of (a) c-ZnO and (b) a-ZnO
based on HSE06 calculations. The highest occupied state of c-ZnO
is set to 0 eV. The Fermi level (Ef ) in a-ZnO is indicated by the
horizontal cyan dotted line. Optical absorption coefficients α of (c)
c-ZnO and (d) a-ZnO are also shown. The vertical red dot-dashed line
indicates the location of the fundamental band gap for each case.

ZnO, due to the high electronegativity of the oxygen relative to
Zn, a-ZnO still has a large fundamental band gap and excellent
optical transmittance to visible light. We have confirmed that
a-ZnO generated from the WZ structure, instead of a ZB lattice,
exhibits similar electronic and optical behavior.

The charge density of the band edge states from a-ZnO is
shown in Fig. 6. The LUB state is highly delocalized, which
is significantly different from a-Si [Fig. 3(b)]. In contrast, the
HOB is localized. The reason can be understood as follows.
For TCOs such as ZnO the lowest conduction bands primarily
consist of cation s and anion s orbitals. These orbitals have
a large isotropic radial distribution, which is not sensitive to
the structural variations of the amorphous phase.3 However,
due to a combination of the high electronegativity of oxygen
and the anisotropic orbital overlap, the O 2p derived valence
band top states of a-ZnO are always very localized [Fig. 6(b)].
Despite the presence of VBM-derived dangling bond states in

FIG. 6. (Color online) Band decomposed charge density isosur-
faces of (a) LUB and (b) HOB of a-ZnO. Zn and O atoms are colored
gray and red, respectively.

FIG. 7. (Color online) Schematic plot of the formation of the
dangling bond states in (a) a-Si and (b) a-ZnO systems. The CBM
and VBM represent the band edge energies of the host. The solid
balls indicate the occupation of electrons.

a-TCOs, these states do not act as deep levels to trap electron
carriers, and hence in amorphous TCOs, such as a-ZnO, a-
In2O3, and a-SnO2, high levels of electron conductivity can
still be maintained. It is therefore possible to understand why
a-TCOs maintain a high performance relative to the crystalline
phase, as observed in many experimental studies.

In order to provide a clearer physical understanding of
the electronic origin of the conductivity imbalance between
covalent and ionic amorphous systems, we illustrate the
process of the formation of the dangling bond states in a-Si
[Fig. 7(a)] and a-ZnO [Fig. 7(b)]. In the CAS systems, such
as Si, Ge, and even GaAs, each elemental component has the
same or similar atomic orbital energies. When they form a bond
in the solid state, there is strong coupling between the energy
levels of neighboring atoms. Consequently, the band gap is
formed mainly between the antibonding and bonding states of
the host atomic energy levels. However, when a dangling bond
is created in the amorphous phase, the resulting energy level
is almost restored to the atomic value, and is hence located
at the center of the band gap. This process induces a deep
defect level, as shown in Fig. 7(a) for the case of a-Si. In
contrast, for ionic oxides, the energy level difference between
cations and anions is very large, so the band coupling and
energy level repulsion are weak. Hence, when anion dangling
bonds are created in the amorphous phase, the defect levels
are close to the valence band of the host, while for cation
dangling bonds, their defect levels are located close to the
conduction band of the crystalline compound. Therefore, both
disorder-induced defect levels are shallow for ionic systems.
Because of the large electronegativity of oxygen, the electrons
located on cation dangling bonds transfer to the unsaturated
anion bonds, and accordingly a large band gap is still preserved
for such ionic systems [Fig. 7(b)].

IV. CONCLUSIONS

In conclusion, we have analyzed the effects of amor-
phization on the electronic structure of covalent and ionic
semiconductors. For covalent materials, amorphization in-
duces dangling bond states that create localized deep defect
levels, which act as both electron and hole traps. These
states lead to a substantial reduction in conductivity compared
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to the crystalline material. In contrast, for ionic amorphous
oxides the defect states induced by amorphization are shallow,
so the changes in conductivity and optical transparency are not
to the detriment of carrier transport. The essential physics of
these processes are captured in a band coupling mechanism
based on the energies of the atomic orbitals involved. This
understanding provides a promising way to engineer the
conductivity and optical properties of amorphous materials
for optoelectronic device applications.
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