
PHYSICAL REVIEW B 87, 125115 (2013)

Generalized inclusion of short-range ordering effects in the coherent potential approximation
for complex-unit-cell materials

Alberto Marmodoro,1,2,* Arthur Ernst,2 Sergei Ostanin,2 and Julie B. Staunton1

1University of Warwick, Department of Physics, Coventry, CV4 7AL, United Kingdom
2Max-Planck-Institut für Mikrostrukturphysik, Weinberg 2, D-06120 Halle, Germany

(Received 26 June 2012; revised manuscript received 20 December 2012; published 12 March 2013)

The coherent potential approximation has historically allowed the efficient study of disorder effects over a
variety of solid state systems. Its original formulation is, however, limited to a single-site or uncorrelated model of
local substitutions. This neglects the effects of correlation and short-range ordering, often found in real materials.
Recent theoretical work has shown one possible way to systematically address such shortcomings for simple
materials with only one element per unit cell. We briefly review the basic ideas of such development within the
framework of multiple scattering theory and suggest its generalization to materials with complex lattices. We
validate our extension through a systematic comparison with a classic Cu1−cZnc reference test case and propose,
for further illustration of local environment effects, the example of the yttria-stabilized cubic phase of zirconia,
re-examined through various techniques for the first-principles treatment of disorder.
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I. INTRODUCTION

The first-principles treatment of solid state systems in the
presence of disorder poses an extra degree of technical and
numerical difficulties due to loss of crystalline periodicity.1

Some deviations from perfect lattice translational invariance
are, however, to some extent always present—real samples
usually contain various kinds of defects, which may have
a significant influence on the fine details of their electronic
structure.2

Moreover, the general framework of a substitutional model
of disorder, where the occupation of any lattice site by
alternative species is only determined in probabilistic terms,
applies to a variety of other physical problems of great practical
interest. In addition to the study of metallic alloys,3–12 this
includes, among various examples, doped semiconductors, but
also random spin systems13 such as magnetic materials above
a critical ordering temperature,14 as well as phonons,15–17 and
further scenarios from different contexts of condensed matter
physics.6,18

One efficient technique to tackle these problems is pro-
vided by the coherent potential approximation (CPA),3,15,19–24

particularly in its multiple scattering Korringa, Kohn, and
Rostoker (KKR)25,26 implementation.27–29 The theory operates
by examining the actual physical system in terms of a computa-
tionally more amenable effective medium, which is determined
self-consistently for each energy so as to best incorporate
average disorder effects while still restoring the approximated
validity of Bloch’s theorem.1 This description has been shown
to satisfy a strict set of theoretical requirements,2 related to
the convergence and analyticity of a proper solution:30–33 it
recovers the exact results in all the appropriate limits2,4,34 and
it provides a highly accurate single-site representation of a re-
alistic system20–24 with qualitative, systematic improvements
over cruder models of disorder2,35–38 at a reasonable increase
in computational demands.2,39

On the other hand, reliance on concentration alone to model
the average presence of different chemical or magnetic species
cannot account for possible higher-order aspects of their actual
distribution, as normally found in a real sample for bulk40–42

and surfaces.43–45 Local atomic substitutions, in fact, typically
extend their effect up to an extended length scale, which may
or may not correspond to that of crystalline periodicity, or
other forms of long-range order (LRO) in a sample.

Attempts to improve the original single-site CPA for-
mulation to also describe such short-range order (SRO) or
intermediate disorder scenarios have prompted a large body of
theoretical efforts. It is beside the scope of this contribution to
extensively review pre-existing suggestions, in their respective
merits and shortcomings. A detailed review has recently been
proposed for instance by Rowlands.46 Here, we adopt instead
the pragmatic approach of identifying in previous proposals a
basic dichotomy, which places on the one side developments
to include the case of complex unit cell materials, where
some forms of disorder coexist with undisturbed periodicity
on the other sublattices,47 and on the other side, those attempts
to explicitly re-insert local higher-order corrections in the
original theory for single sublattice systems, thus going beyond
the first step of single-site only results.33 This complementary
outlook will inspire and guide the basic suggestion of our work
towards a combined solution.

Along the latter line of research, the nonlocal coherent
potential approximation (NLCPA) has been recently devel-
oped, based on insights provided by the dynamical cluster
approximation,48 in a quest to provide an efficient first-
principles treatment with such desirable features as those
already highlighted, for instance, in the travelling cluster
approximation (TCA).32 Going beyond model Hamiltonian
studies,46,49–52 this relatively new method has shown its capa-
bility to describe SRO effects also when it is reimplemented
within a completely self-consistent DFT-KKR framework for
real materials.51,53,54

However, this technique inherits from its initial derivation
a practical restriction to simple, one atom per unit cell lattices
in Strukturbericht Ah (SC), A2 (bcc), or A1 (fcc) structures.
In this paper, we re-examine the foundations of such approach
and proceed to generalize it to also include the case of
a complex unit cell and multiple sublattices scenarios in
arbitrary geometries. Following a preliminary examination in
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the context of a basic model Hamiltonian application,55 this
work considers, in particular, the problem from the perspective
of multiple scattering calculations for actual materials. Many
relevant examples for such a development spring to mind
including high-Tc superconductors, multiferroics, candidate
compounds for hydrogen storage, etc. To illustrate some of the
effects that the new method can describe, we presently apply it
to the well-known example of zirconia stabilized in the cubic
phase by doping with yttria.

The paper is organized as follows. The essential aspects
of the original CPA method are briefly reviewed, and its
single-site limitations are tracked down, in particular, to the
step where the conditional averages over a variety of local
realizations of lattice occupations are evaluated. Our analysis
points out how higher-order corrections, already quantified by
Mills et al. for model Hamiltonians in the traveling cluster
approximation (TCA),33 are missed out in the original CPA
theory. We recap from a similar angle the alternative strategy
to reinclude these terms, adopted by the original DCA/NLCPA
(see Sec. II), and the independent generalization of the single-
site CPA, proposed instead by Pindor et al.47 to describe
complex unit cell cases without SRO (MSCPA, Sec. II C).
Finally, we present our unified solution for the treatment of
both aspects of the problem over the whole spectrum of LRO
and SRO scenarios in complex lattice materials, as a formal
merger of the MSCPA and NLCPA in the context of alternative
extension attempts (see Sec. III).24,32–34,56–65

This multi-sub-lattice, nonlocal version of the theory
(MSNLCPA) is first put to the test by artificially examining the
A2 (A1) disordered Cu1−cZnc metallic alloy as an example of
a multi-sub-lattice B2 (L10) material, demonstrating the full
equivalence of our MSNLCPA results to those of the original
NLCPA51 (see Sec. III C) in representative SRO regimes where
both treatments are possible.

We then demonstrate the new functionality of the method
with an application to the example of cubic zirconia, where the
study of multiatomic doping effects is contrasted for clarity and
completeness with the outcome from standard supercell and
original MSCPA treatments (see Sec. III D). The main aspects
of these developments are finally summarized in Sec. IV.

II. EFFECTIVE MEDIUM STUDIES
OF DISORDERED SYSTEMS

We briefly review the basic ideas of our work by referring
to a generic binary alloy in the form A1−cBc. Our interest lies
with observables that involve a statistically significant number
of randomly occupied lattice sites, over which averaged prop-
erties are assessed. Typical experimental techniques include
those of photoemission and nuclear magnetic resonance spec-
troscopies, electrical and optical transport, estimates of mag-
netic and compositional transition temperatures, and so on.

In all these cases, it is a great number of configurations
of atomic species A and B within different local arrange-
ments that give rise to the aggregated, observable result. An
exhaustive evaluation of the ensemble of microscopic features
is, in general, both unmanageable and beyond measurable
resolution.6,66

We approach the computational challenge posed by these
scenarios by replacing instead the original problem with

an effective medium description. This represents a further
step of abstraction in the general context of treating real
materials by means of density functional theory (DFT), in
which Kohn-Sham quasiparticles are evaluated starting from
an approximation of the actual many-body potential generated
by all charges, in the specific arrangement of various atomic
sites on a lattice.

In a multiple scattering solution to such problem, these
“scatterers” are decoupled in the effect produced by local
interactions and the effect of the global spatial distribution.
Such separation is used to efficiently determine the electronic
propagator G(k,ε) and its various observables such as, in
particular, the electronic charge density. This provides the
necessary input for further iteration of the Kohn-Sham scheme
until convergence is achieved.67

The core of this effective medium scheme predates, in
practice, the modern success of DFT,27,34 but has been found
to be particularly productive for realistic applications when
combined with this basic approach to the electronic many-body
problem. When some form of disorder disrupts the periodicity
of the scattering potentials arrangement over the various lattice
sites, the CPA applies to the above first-principles method
the additional demand that the system Green function should
self-consistently reproduce the average properties of the actual
material when considered over a large enough portion of the
bulk. We briefly review the basics of this technique to also
highlight one of its specific limitations before examining some
suggested amendments.

A. The coherent potential approximation
and its single-site nature

In the original derivation by Faulkner and Stocks,68 an
approximation for the ensemble-averaged propagator G(k,ε)
is offered in terms of an effective medium scattering path oper-
ator τ (ε). This mathematical object implicitly contains all spe-
cific properties of the system (regular and irregular forms for
the wave function solution at the individual scatterer origin, Z
and J , are still also needed to fully express the Green function),
and is efficiently and conveniently represented in a spherical
harmonics and lattice site basis.69 We represent here matrices
in each such index pair by underlining and denote the approx-
imated effective medium quantities with a bar, as in τ (ε).

The CPA provides a scheme to obtain this quantity from
the condition of no extra scattering coming on average from
any embedded impurities, in the weak or strong, highly diluted
or dense concentration limits, and at all energies.27,29,34,67 In
practice, this constraint can be enforced starting for each
energy ε from the T -matrix approximation (ATA) as an
ansatz,70 which posits for the t matrix associated with every
site the average form

α = A or B ⇒ t(ε) = (1 − c)tA(ε) + ctB(ε). (1)

If we assume that the CPA effective medium should be
on average the same on each lattice position n, we can
alternatively adopt an integral representation over the Brillouin
zone � and restrict ourselves to the finite site-diagonal part of
τ (ε), given as

τn,n(ε) = 1

�

∫
�

dk[m(ε) − G(k,ε)]−1, (2)
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where m(ε) = t
−1(ε) and G(k,ε) represents the structure

constants matrix.69,71,72

A self-consistent prescription can then be set up, by
requiring that a concentration weighted sum of the conditional
averages over constituents in direct space should also lead to
the same result, up to the desired tolerance:

τn,n(ε) = (1 − c)τn,n
A (ε) + cτ

n,n
B (ε) =

∑
α

cατ n,n
α (ε), (3)

where τn,n
α (ε) describes an impurity of type α, embedded in

the CPA medium at site n. This quantity73 can be obtained
through application of the corresponding projector:68

Dα(ε) = {1 + τn,n(ε)[mα(ε) − m(ε)]}−1 (4)

for mα(ε) = t−1
α (ε), so that

τn,n
α (ε) = Dα(ε)τn,n(ε) (5)

and iteration between Eqs. (2) and (3), until both prescriptions
converge to the same scattering path operator τn,n(ε), provides
the desired CPA description of any average site within the
supposedly infinite bulk. The ATA idea has been, in practice,
fully embraced and extended to represent here just the first
half of a more accurate, self-consistent scheme.

We follow Mills et al.32 in calling, however, attention to a
basic assumption of this approach. The conditional ensemble
average of N − 1 randomly occupied sites has been, so far,
worked out by simple factorization into N fully uncorrelated
substitutions. When more than one disordered contributions
are to be considered together though, a proper averaging
procedure should also contain higher order terms. In the
generic example of N random variables X1,X2, . . . ,XN , these
corrections can be recursively defined in the form of cumulant
averages (CA):21,32,66,74,75

〈X1〉 = 〈X1〉C,

〈X1X2〉 = 〈X1〉〈X2〉 + 〈X1X2〉C,

〈X1X2X3〉 = 〈X1〉〈X2〉〈X3〉 + 〈X1X2X3〉C
+〈X1X2〉C〈X3〉C + 〈X2X3〉C〈X1〉C
+〈X1X3〉C〈X2〉C,

· · · = · · · ,
〈X1X2 . . . XN 〉 = 〈X1〉〈X2〉〈· · ·〉〈XN 〉 + · · · , (6)

which are rigorously null only in the single-site case, and oth-
erwise given by 〈X1X2〉C = 〈X1X2〉 − 〈X1〉〈X2〉 and so forth.

In the present context, these terms reflect the influence
that placement of an impurity α on site n exercises on its
neighbors.68 In a SRO regime, such an impact decays over
a smaller distance than the size of the bulk and does not
correspond to the effective medium periodicity, implicitly
assumed in Eq. (2). Significant effects can, however, arise
that are missed in the cruder single-site factorization of the
original CPA theory. As noted in Introduction, the problem has
been early recognized61 and has been the subject of a variety
of amendment proposals, a review of which lies outside the
scope of this contribution.46,66,70

Our approach in proposing one possible general solution to
such requirements, addressing, in particular, the difficulty75,76

of handling the respective suitability of a formulation in either
direct or reciprocal space, picks up from the nonlocal extension

of the method.49 This can be considered as a rederivation of
Jarrell’s et al. DCA for real materials and its efficient first-
principles implementations, and which we now briefly proceed
to review as a better starting point in its ability to overcome the
molecular CPA (MCPA) in reconciling the inclusion of SRO
with the on-average translational invariance.31 This foundation
work will also guide and inspire our further generalization
attempt for complex-unit-cell materials, which carries over
the DCA/NLCPA advantages even to cases where the coarse-
grained lattice Fourier transforms peculiar to such theories can
be practically left out (see Sec. III).

B. The nonlocal CPA solution

The NLCPA also operates within the basis of a factorized
evaluation of the effective medium as outlined in Eq. (6), set
up by suitably combining the contributions from different
substitutional species α. In this formalism, however, these
are, in fact, considered over unpartitioned clusters of Nc � 1
sites, occupied by sets γ = {α1,α2, . . . ,αNc

} of possibly
correlated impurities. A multisite probability distribution P (γ )
generalizes the role of the single-site concentration cα , which
emerges as the first moment only of such a more complete
description of the problem.75,77,78 This can, in particular, fully
account for different forms of SRO over a range of length scales
and a maximal cutoff range fixed by the size of the cluster.
When Nc = 1, the method reverts to the CPA treatment from
which it also inherits all the analytical features of a Herglotz
solution (see Sec. III B).

It becomes, however, exact in the limit of a cluster size
extending to the whole bulk, Nc = N → ∞, while preserving
all desired properties in the practically interesting intermediate
regime, requiring only moderately large clusters.

Technically, this is accomplished through a modified
version of Eqs. (2) and (3), based on an enlarged but finite
matrix structure for the scattering path operator τ (ε). Here, a
second underline denotes now a blockwise extension of the
original CPA matrix into an extra pair of indices, labeling
different I,J = 1, . . . ,Nc cluster elements in the bulk (see
Fig. 1). The corresponding impurity projectors become

D
γ

(ε) = {1 + τ (ε)[m
γ

(ε) − m(ε)]}−1, (7)

where m
γ

(ε) = t−1
γ

(ε) is a matrix, diagonal in cluster site

indices, that describes the single-site scattering from atoms
at sites I within an arbitrarily placed cavity,79 and is filled
according to each particular configuration γ :

τ
γ

(ε) = D
γ

(ε)τ (ε). (8)

Similarly to Eq. (3), we then assume

τ (ε) =
∑

γ

P (γ )τ
γ

(ε), (9)

or may also equivalently express the contribution of each
configuration γ in terms of a cavity scattering path operator
τ cav(ε), such that51

τ cav(ε) = m(ε) − τ−1(ε), τ
γ

(ε) = [m
γ

(ε) − τ cav(ε)]−1.

(10)
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I or
s = 1

I or
s = 3

I or
s = 2

I or
s = 4

FIG. 1. Schematic depiction of a multisite cavity with Nc = 4
substitutional sites (darker gray). The cavity is evaluated at an
arbitrary position from the effective medium (lighter gray). Various
types of impurities are placed in different, possibly correlated
arrangements γ , according to a multisite probability distribution
P (γ ). The different labeling of distinct site occupation pertains to
NLCPA (αI index, Nsub = 1, Nc = 4) or MSNLCPA (αI,s index,
Nsub = 4, Nc = 1) descriptions, which can be equivalently deployed
and lead to the same results in ad hoc degenerate test cases (see text).

Care is needed when extending Eq. (2) in reciprocal space,
to correctly describe a finite cluster, which is still representative
for the whole bulk. Jarrell et al.48 and, subsequently, Rowlands
et al.49 have shown how this can be accomplished through
a partitioning of the original Brillouin zone domain of
integration �, which remains respectful of the underlying
lattice symmetries. This is now coarse grained into Nc tiles
around a discrete set of cluster momenta K n, which remain
defined only up to an arbitrary phase factor, further discussed
below.52

The corresponding scattering path operator is hence
obtained in the modified form:

τ (K n,ε) = Nc

�

∫
�Kn

dk[t−1(ε) − δG(K n,ε)︸ ︷︷ ︸−G(k,ε)]−1

= 1

�K n

∫
�Kn

dk[m(K n,ε) − G(k,ε)]−1, (11)

where �Kn
stands for the integration volume of each of the Nc

tiles, defined so as to preserve on-average translational invari-
ance in a distinctive feature for this family of theories.46,48

SRO corrections δG(K n,ε) for each cluster momenta are,
in particular, now made to appear and can be conveniently
collected into the now K n -dependent m(K n,ε) construct of
Eq. (11), together with the original t

−1(ε).
In practice, the algorithm begins again from a blockwise

expression of the original ATA ansatz of Eq. (1), initially
without these extra terms. It iterates between the results of
Eqs. (9) and (11) through the coupled set of lattice Fourier

transforms:66

τ (K n,ε) = FT [τ IJ (ε)] =
∑

J

τ IJ (ε)e−i Kn·(RI −Rj ),

(12)

τ IJ (ε) = FT −1[τ (K n,ε)] = 1

Nc

∑
Kn

τ (K n,ε)e+i K n·(RI −Rj ),

until satisfactory convergence to the same effective medium
description is achieved. Here, RI denotes the position of a site
within the embedded cluster, and the Brillouin zone tile centers
K n are related to these vectors such that 1

Nc

∑
n ei K n·(RI −Rj ) =

δI,J , so that contiguous substitutional sites are in practice
examined in direct space.49

The tiling procedure places, in fact, some constraints on
the allowed sets of such Nc calculation parameters.48 To
this date, the technique has been developed only for simple
lattices with just one crystallographic position per unit cell, in
the case of SC, bcc, and fcc geometries.49 Furthermore, this
coarse-graining of the Brillouin zone leads to discontinuities
in the k-dependent integrand of Eq. (12) whenever tile
boundaries are crossed.52,53 We note here, however, a recent
proposal in the spirit of the original suggestion by Freed
et al.31,62 to overcome such limitations through an additional
averaging step over various phase choices, so as to reobtain
a smooth, if approximated, k dependence over the whole
domain �.46

Before proceeding to develop the multi-sub-lattice gener-
alization of this KKR-NLCPA approach, we shall now briefly
recall for clarity also the complementary extension of the
single-site CPA for complex lattices, as a second foundation
for our present work.

C. The multi-sub-lattice CPA for complex lattices
in arbitrary geometries

We consider here the extension of the single-site CPA
proposed by Pindor et al. for multiple sublattices compounds
(MSCPA).47 This theory is designed to cover cases of “periodic
disorder,” where a material with s = 1,2, . . . ,Nsub crystallo-
graphic positions in the unit cell may randomly host more than
one atomic species per site. A prototype Nsub = 2 example can
be given by the α1 = A or B, α2 = C or D abstract compound,
in the general formula (A1−c1 ,Bc1 ),(C1−c2 ,Dc2 ).

In this case, the reciprocal space prescription for the site-
diagonal scattering path operator of Eq. (2) becomes47

τ s,s ′ (ε) = 1

�

∫
dk[t−1(ε) − G(k,ε)]−1

s,s ′δss ′

= 1

�

∫
dk[m(ε) − G(k,ε)]−1

s,s ′δss ′ = τ s(ε), (13)

where t
−1(ε) is the block-diagonal matrix with elements

t sδs,s ′ in sublattice space, and now G(k,ε) describes
the structure constants for the free-electron propagation
in the complex lattice.18 The self-consistent determination of
the effective medium starts once again from the ATA ansatz of
Eq. (1), modified to have t1(ε) = (1 − c1)tA(ε) + c1tB(ε) and
t2(ε) = (1 − c2)tC(ε) + c2tD(ε) in this generic example of a
binary alloy with only two sublattices.
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This prescription is complemented by also considering the
problem in direct space:47

τ 1(ε) = (1 − c1)τ 1
A(ε) + c1τ

1
B(ε), (14)

τ 2(ε) = (1 − c2)τ 2
C(ε) + c2τ

2
D(ε), (15)

with contributions from the different impurities that may be
found on each sublattice through the projectors

Dαs
(ε) = {

1 + τ s(ε)
[
mαs

(ε) − ms(ε)
]}−1

, (16)

so that, in general,

τ s
αs

(ε) = Dαs
(ε)τ s(ε). (17)

We note that the formulation remains sublattice block-
diagonal at all steps, despite the complete Nsub × Nsub block
matrix inversion appearing in Eq. (13). When compared with
the NLCPA of Eqs. (9)–(11), it can be seen to describe
at most LRO or periodic disorder cases, but not the local
effects from SRO, including those coupling the occupancies of
the different sublattices. As expected, this development also
reverts back naturally to the single-site CPA for Nsub = 1.
It shares, furthermore, with the original formulation the
lack of particular restrictions to specific lattice geometries,
another advantage that we also wish to retain in the present
generalization proposal.

III. THEORY EXTENSION

A. Merging the two treatments

Our strategy for combining respective benefits from the
two theories of Secs. II B and II C will be again based on a
self-consistent procedure to track multiple length scales in an
extended cavity, as depicted for the NLCPA in Fig. 1. We
still resort, in particular, to considering multisite substitutions
governed by the probability distribution P (γ ) as a better tool
than the concentration alone to describe different forms of
short- and long-range ordering. This general scheme is derived
from the NLCPA, and indeed, the following analysis will be
based on the formal demand that the new generalized theory
should recover the results from such a starting point or should
go back to a plain supercell treatment in the appropriate limits
(see Secs. III C and III D).

We intend to also match this extended model of disorder
with assumptions similar to those underneath Eq. (13), where
now all terms are carefully preserved and no off-diagonal
contributions in sublattice space get discarded. The resulting
richer description of the effective medium contains additional
nondiagonal t-matrix terms t s,s ′ (ε), similar to the t IJ (ε) con-
tributions in the original NLCPA.49 When both developments
are combined, the scattering path operator is also enlarged
to ultimately obtain a matrix τ (ε) now labeled in general by

the triplet of angular momentum (tile and sublattice indices).
Relativistic extensions to further account for the spin degree
of freedom are of course also possible.54

This allows the formalism to track the effects of possibly
correlated substitutions over Ncutoff = Nc × Nsub elements’
length scales, or set of distances within the cavity of contiguous
lattice sites, where different impurities can be hosted. Special

care must, however, be given to the important role now played
by the off-diagonal blocks of the integrand from Eq. (13).

We consider here for simplicity an Nc = 1 example. The
general expression for the extended scattering path operator
τ ss ′ (ε) can be written as

τ ss ′ (ε) = 1

�

∫
�

dk[m(ε) − G̃(k,ε)]−1
ss ′ (18)

for m(ε) = t
−1(ε) given, at first, by simple adaptation of the

usual ATA prescription.
The term G̃(k,ε) denotes now, however, modified structure

constant matrix blocks G̃s,s ′ (k,ε), obtained from the original
one by considering the extra sublattice-dependent phase
modifier:

G̃ss ′ (k,ε) = Gss ′ (k,ε)e−ik·(rs−rs′ ), (19)

which can be postulated by following Banachiewicz’s theorem
for the blockwise inversion of a square matrix.80,81 Here, rs

is the origin of sublattice s within a complex unit cell, and an
intuitive interpretation for the action of such correction can be
simply illustrated considering the two cases of Strukturbericht
A2 and B2 lattices.

In this latter geometry, the off-diagonal structure constant
matrices GCsCl

s �=s ′ (k,ε) are related to the ones for a bcc case
according to47

GCsCl
1,2 (k,ε) = [

Gbcc(k,ε) − GCsCl
1,1 (k,ε)

]
e+ik·(r1−r2). (20)

Hence, applying Eq. (19), leads us to the following expression
for the nontrivial off-diagonal blocks:

G̃
CsCl
1,2 (k,ε) = GCsCl

1,2 (k,ε)e−ik·(r1−r2)

= Gbcc(k,ε) − GCsCl
1,1 (k,ε), (21)

where r1 = (0,0,0) and r2 = (1/2,1/2,1/2) are possible basis
vectors for the complex unit cell of an A2 lattice.

Such cancellation of the exponential from Eq. (20) operates,
in other words, by removing the sublattice-diagonal free prop-
agation modes GCsCl

11 (k,ε) = GCsCl
22 (k,ε) from the envelope

of a generic expression for Gs,s ′ (k,ε), initially designed to
account for both diagonal and off-diagonal hopping processes
(see Fig. 2).

For the s = s ′ terms, there is no exponential argument
and the original expression of panel (a) remains unchanged.
The suggested modification of Eq. (19), however, ensures
that, when integrating also for the new s �= s ′ contributions,
such blocks of the scattering path operator keep resolving
well distinct length scale effects, which may be sensible to
sublattice-sublattice couplings. Short-range ordering can then
be set up in direct space by a straightforward combination of
Eqs. (7)–(9) and (14)–(16), as detailed below.

We find thus, in general,

τ s,s ′ (K n,ε) = Nc

�

∫
�Kn

dk[t(K n,ε) − G̃(ε,k)]−1
s,s ′ ,

(22)

τ I,s;J,s ′ (ε) = 1

Nc

Nc∑
n=1

τ s,s ′ (K n,ε)e+i K n·(RI −RJ ),
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Nsub = 2

(a)

Gs,s′(k, ε)

(b)

G̃s=s′(k, ε) = Gs=s′(k, ε)

(c)

G̃s �=s′(k, ε) �= Gs �=s′(k, ε)

FIG. 2. (Color online) Schematic separation into distinct prop-
agation modes for purely sublattice diagonal [s = s ′, (b)] and off-
diagonal [s �= s ′, (c)] free-electron hopping processes, in an Nsub = 2
sublattices case (blue and red). Different length scales can be tracked
consistently with the comparable NLCPA treatment of an Nc = 2
simple lattice scenario, by decomposing the aggregated results of
(a) into the separate contributions of (b) and (c).

as a result of applying, if required, the NLCPA lattice Fourier
transforms of Eq. (12) with RI ,RJ , and K n now referring to
superlattice vectors.

This larger scattering path operator τ (ε) is again determined

self-consistently by solving for contributions from different,
extended cavity occupations γ = {α1,1, . . . ,αI,s , . . . ,αNc,Nsub},
through a generalization of Eqs. (7) and (16), or the equivalent
extension of Eq. (10):

τ cav(ε) = t
−1(ε) − τ−1(ε), τ

γ
(ε) = [

t−1

γ
(ε) − τ cav(ε)

]−1
,

(23)

so that like in Eq. (9),

τ (ε) =
∑

γ

P (γ )τ
γ

(ε). (24)

Equations (22)–(24) are then iterated self-consistently, until
convergence to the same effective medium description is
achieved to the desired tolerance, and other observables of
interest may be computed.

B. Analytic properties of the combined solution

More generally, our strategy for the inclusion of SRO effects
operates at the level of decomposing the original transition
matrix T given by the Dyson equation:

VG = T G0, (25)

in a context where diagonal disorder is contained by the
potential term V and energy dependence is omitted to ease
the notation. We briefly comment on the aspects of analyticity
and convergence of our modified approach, starting with some
essential remarks on the general problem.

The scattering path operator τ is normally defined through
adoption of the usual multiple scattering theory approximation,
in which, interaction with different atoms of the lattice is
assumed to take place as a sequence of distinct events, such

that V = ∑
n Vn, and therefore82,83

T = V + VG0V + VG0VG0V + · · ·
	

∑
n

Vn +
∑
n,m

VnG0Vm +
∑
n,m,l

VnG0VmG0Vl + · · ·

=
∑
n,m

τn,m (26)

with

τn,m = tnδnm +
∑
l �=n

tnG0τlm = tnδnm +
∑
l �=n

τnlG0tm. (27)

Under the above assumption, the CPA prescription of
on-average no extra scattering from any portion of the bulk
is enforced as a self-consistent version of the basic ATA
condition:30

〈T 〉 	 〈tn〉 = 0. (28)

This highlights the formal origin of the single-site nature of this
theory. Following its very successful adoption in a variety of
contexts,3,15–17,19,84,85 it is also at this level that many attempts
to include beyond single-site effects were deployed.

Numerical75 and subsequent analytical studies, however,
quickly pointed out deep difficulties in going beyond Eq. (28).
Essential features that are “automatically” implied by such a
condition have been systematically examined by Yonezawa
et al.2,79 and found to have crucial connections with the ap-
propriate truncation of the diagrammatic expansion expressed
by Eq. (26), fulfilling, in particular, the optical theorem86 at
various orders as discussed by Roth et al.83,87 Inconsistencies
in extending the original formulation can hence easily lead
to divergences or unphysical results, such as negative DOS,
indeed observed in the first proposed extensions.75

At the most basic level, the existence of a proper solution
and its convergence can be proved on the simpler basis of
Eq. (28).30 In evaluating a Wannier space formulation of the
problem, in which the role of the effective medium scattering
path operator τ (z) is fulfilled by a self-energy �(z) such that
G(z) = [z − H0 − �(z)]−1 with H0 being the translationally
invariant part of the Hamiltonian,31,55 the single-site term
appearing above reads30,31,83,88

tεn
(z) = εn − �(z)

1 − [εn − �(z)]G[z − �(z)]
(29)

and, as elegantly illustrated by Müller-Hartmann, this is
sufficient to show that a unique solution always exists for
Im (z) > 0, through an adaptation of the fundamental theorem
of algebra applied to the logarithmic derivative of such implicit
definition for �(z).2,30,89,90

Diagrammatic approaches towards improving Eq. (28) by
summing extra terms, accounting, in particular, for more
complex scattering pathways involving pairs, triplets, and
so on in the locator or propagator formalism, have also
been proposed.91 This class of extensions implies additional
complications in accounting for double counting terms, but
may be counterbalanced by the ability to better abstract from a
local view of the lattice, in order, for instance, to port the theory
to other domains of application such as amorphous solids or
liquid metals.
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Our strategy fits instead within the range of “cluster-based”
treatments. Here, the idea is to proceed akin to renormalization
group methods, to reinstantiate a formalism homologous to
the original one, but applied now once more at a different
scale.4,59,64 This is defined, in particular, by a chosen coarse-
graining resolution, above which cluster quantities are still
factorized out [or in the language of Eq. (6), the cumulant
terms are neglected]. Within each cluster, however, the ability
to simply account for SRO effects is preserved, and the general
fulfillment of the desired analyticity conditions can also be
simply evaluated on a matrix version of Eq. (29).92

Such “molecular” modification of the CPA (MCPA) by
Tsukada et al.46,70,93 has been indeed already investigated in
its mathematical properties by Ducastelle et al.31 and found to
be as good as the original CPA in this respect. In general, an
arbitrary clustering procedure would, however, come at loss of
on-average translational invariance, and while from a physical
point of view such compromise can be deemed acceptable for
the calculation of local quantities, such as density of states
or charge,61 this would bring more severe consequences in
the application to transport and other fields of linear response
theory.

As demonstrated by Jarrell et al. at a similar level to the
tight-binding description (DCA),48 and also put to a stringent
test by Lowitzer et al. for a fully first-principles (KKR-
NLCPA) implementation of the Kubo-Greenwood formalism
for the calculation of residual conductivity,94–96 we argue that
the MSNLCPA provides a specific handling of direct and
reciprocal space quantities such as to allow the above coarse-
graining while also preserving on-average periodicity.53 Be-
fore proceeding to illustrate other validation examples of the
theory in its further extension to the case of complex-unit-cell
materials (see Secs. III C and III D), we conclude this part of
the discussion with a brief examination for analyticity.

The general point of view embraced by cluster-based
scattering theories can be formalized by rewriting Eq. (26)
as

T = VC + VCGC
0 VC + VCGC

0 VCGC
0 VC + · · · 	

∑
cc′

τC
c,c′ ,

(30)

where C denotes now quantities computed for nonoverlapping
clusters of lattice sites, in which the bulk is partitioned such
that V = ∑

c VC
c and VC = {V1, . . . ,VNcutoff}.

Again, a cluster scattering path operator has been intro-
duced above, in close analogy with the single-site Eq. (27):31

τC
cc′ = tCδc,c′ +

∑
c′ �=c

tCGC
0 τC

cc′ . (31)

(Different theories of disorder differ, in particular, in the
critical details of how this quantity is in practice constructed,
in order to describe the desired effective medium.)

Adopting for consistency in the following the tight-binding
embodiment of the theory introduced in Eq. (29), the CPA
condition reads31

〈T 〉 	 〈tC〉 = 0, (32)

and we need now to examine whether our underlying self-
energy matrix �(z), similar in role to the effective medium

multiple scattering path operator of Eq. (22), may produce
divergences for Im (z) > 0 in analogy to Eq. (29):

[tC]cc′ = (Vcδc,c′ − �c,c′ )[δc,c′ − Gc,c′ (Vcδc,c′ − �c,c′ )]−1.

(33)

Here, again, underlines denote square matrices in the direct
space indeces c,c′, analogous to the I,s; J,s ′ convention for
tiles and sublattices of Eqs. (22)–(24).

Hence a critical aspect then becomes the invertibility of the
matrix:

[D]cc′ = G−1
c,c′ − Vcδc,c′ + �c,c′ , (34)

specifically in view of the present off-diagonal contributions
to the direct space self-energy. These represent the element of
difference with respect to the original MCPA, and are indeed
crucial for a proper description of SRO consistent with on-
average periodicity.31

We can see, however, that such change does not create
problems, thanks to the choice of lattice Fourier transforms
(12) and the condition 1

Nc

∑
n ei K n·(RI −Rj ) = δI,J discussed in

Sec. II B. In particular, in the (MS)NLCPA formalism, the
converged self-energy satisfies the idempotency relationship:

�(z) = FT −1{FT [�(z)]}, (35)

which can be seen, however, to imply a particular structure for
the direct space matrix �(z), in which each row 2, . . . ,Ncutoff

is obtained from the first one as a permutation of order:
1, . . . ,Ncutoff − 1. This guarantees that different rows are linear
independent, thus making the matrix invertible and allowing, in
particular, to redeploy the rest of the demonstration as already
proposed for the original scalar or matrix cases.30,31

C. Validation tests

We propose that a practical approach to validating the above
procedure and numerical implementation can be conceived
by purposedly examining some simple, one atom per unit
cell lattices, taken as particular instances of multiatom per
unit cell materials on a superlattice. We then require that
our MSNLCPA should reproduce the original NLCPA results
over all equivalent SRO scenarios, thereby resting it on the
foundations of pre-existing developments in this degenerate
limit.48,49

A similar procedure could indeed be followed also in
a preliminary, tight-binding incarnation of the theory for
diagonal disorder.55 Here, we consider instead, as a typical
example of more realistic application, a Cu50%Zn50% alloy51,53

in either a bcc (A2) or fcc (A1) phases, and explore different
local environment regimes with the two techniques.

A set of fully comparable structures is reported in Table I.
A “degenerate” B2 setup, equivalently hosting either Cu or
Zn atoms on both sublattices (Nsub = 2, Nc = 1), can also be
examined in an NLCPA study of a A2 unit cell (Nsub = 1,
Nc = 2). Similarly, an L10 system (Nsub = 4, Nc = 1) can
also be set up to mimic the equivalent (Nsub = 1, Nc = 4) A1
NLCPA setup. In each case, the results should be identical.

This equivalence is confirmed for all the relevant effective
medium quantities throughout the self-consistent calculation.
Following Rowlands et al.51 we show here, in particular, the
density of states at fixed stoichiometry for three very different
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TABLE I. Comparable structural decompositions of the same
two physical systems (first and second rows). When each
sublattice is constrained to host the same atomic species with the
same probabilistic distribution and over matching lattice parameters,
the NLCPA and MSNLCPA are expected to coincide at the level of
all effective medium quantities.

Computational budget Comparable descriptions

Number of cavity sites Lattice type Nc Nsub

bcc or A2 2 1
2

CsCl or B2 1 2
fcc or A1 4 1

4
CuAu or L10 1 4

SRO prescriptions for the two physical cases described in
columns 1 and 2 of Table I (see Figs. 3 and 4).

In all cases, the SRO = 0 regime of a fully uncorrelated
probability distribution P SRO=0(γ ) = ∏Nc

I=1

∏Nsub
s=1 c[αI,s(γ )]

corresponds to a factorized evaluation of the various elements’
concentrations c throughout the cavity for αI,s(γ ), the atomic
species found on site I,s.34 As already observed in the NLCPA
development, this model of disorder shows, in general, little
difference from the outcome of straightforward single-site
CPA calculations.

Additionally however, the extremal cases of full, local
clustering66,97 (Warren-Cowley’s nearest-neighbors order pa-
rameter SRO = +1):

P SRO=+1(γ ) = c(α(γ )) if αI,s = α ∀ I,s, (36)

or full local ordering (SRaO = −1; for details see figure
captions) may also be successfully compared as well as any

FIG. 3. (Color online) The density of states vs energy for a
Cu50%Zn50% alloy in both a bcc and CsCl structures, evaluated for
Nsub × Nc = 2 in the three extremal short-range ordering regimes
of no correlation [SRO = 0, in blue: P (γ 1 = {Cu,Cu}) = 25%,
P (γ 2 = {Zn,Cu}) = 25%, P (γ 3 = {Cu,Zn}) = 25%, and P (γ 4 =
{Zn,Zn}) = 25%]; complete bias towards alike neighbors [clus-
tering, SRO = +1, in red: P (γ 1 = {Cu,Cu}) = 50% and P (γ 4 =
{Zn,Zn}) = 50%]; complete bias towards unlike neighbors [order-
ing, SRO = −1, in green: P (γ 2 = {Zn,Cu}) = 50% and P (γ 3 =
{Cu,Zn}) = 50%]. The NLCPA results are the dotted lines whereas
the continuous line shows those of the MSNLCPA. In all three
cases, the MSNLCPA CsCl results are indistinguishable from the
bcc NLCPA ones.

FIG. 4. (Color online) The density of states for a Cu50%Zn50%

alloy in both an fcc and CuAu (L10) structure, evaluated for Nsub ×
Nc = 4 in the three extremal short-range ordering regimes of no
correlation [SRO = 0, in blue: P (γ 1 = {Cu,Cu,Cu,Cu}) = P (γ 2 =
{Cu,Cu,Cu,Zn}) = · · · = P (γ 16 = {Zn,Zn,Zn,Zn}) = 6.25%];
complete bias towards alike neighbors [clustering, SRO = +1, in red:
P (γ 1 = {Cu,Cu,Cu,Cu}) = 50% and P (γ 2 = {Zn,Zn,Zn,Zn}) =
50%]; complete bias towards unlike neighbors [ordering, SRO = −1,
in green: P (γ 1 = {Cu, Zn, Cu, Zn}) = P (γ 2 = {Zn,Cu,Zn,Cu}) =
P (γ 3 = {Zn,Zn,Cu,Cu}) = P (γ 4 = {Zn,Cu,Cu,Zn}) = P (γ 5 =
{Cu,Cu,Zn,Zn}) = P (γ 6 = {Cu,Zn,Zn,Cu}) = 	16.6%]. The
NLCPA results are the dotted lines whereas the continuous line
shows those of the MSNLCPA. In all three cases, the MSNLCPA
CuAu results are indistinguishable from the fcc NLCPA ones.

other types of local environments.49 The new MSNLCPA
appears to incorporate the NLCPA results as desired.

D. Yttria-stabilized zirconia

As a further application of the new method, we consider the
example of zirconia, ZrO2, stabilized into its technologically
relevant cubic phase through doping with >10% mol yttria98

Y2O3.
Our goal is not a thorough investigation of this material

for which extensive theoretical and experimental studies are
available. We adopt instead the point of view of looking
specifically into further details at particular SRO effects for
a relatively well-known system, to clearly illustrate some new
capabilities provided by the formalism proposed in Sec. III.

In this material, experimental evidence points, in fact,
towards the possible importance of this kind of phenomenol-
ogy in the case, for instance, of charge transport,99 with
practical implications, for instance, in fuel cell technology.
This can be the future object of a more detailed investigation
based on adaptation of the method to the Kubo-Greenwood
formalism,34,94,100 following on the footsteps of the already
established suitability of the NLCPA starting point for simple-
unit-cell materials.95,101

We begin here our discussion by recalling some basic
details about the above compound. Zirconia in the cubic
phase acquires a group No. 225 structure, with superlattice
generated by the fcc basis: R1 = {(0.0,0.5,0.5)alat,R2 =
(0.5,0.0,0.5)alat,R3 = (0.5,0.5,0.0)alat}, alat = 5.15 Å, and
a complex unit cell with sublattice origin (in cartesian
coordinates): (0.0,0.0,0.0) for Zr/Y, (0.25,0.25,0.25) and
(−.25,−.25,−.25) for O.
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Such geometry can be stabilized by molar doping with
yttria Y2O3. In contrast with the substitutional scenario,
typical of solid solutions such as metallic alloys, like the
previously discussed Cu1−cZnc examples of Sec. III C, this
process now involves multiatomic replacements in the form
(Zr1−cYc)(O1−0.5c,�0.5c) with � to denote an oxygen vacancy.

Charge neutrality mandates in fact that for every 2 Y3+
cations replacing 2 Zr4+, only one oxygen should be introduced
in the bulk. We have in other words disorder on both the
transition metal and the oxygen sublattices, at a coupled
2:1 concentrations ratio, and we intend here to examine the
specific aspect of how the current formalism allows to more
realistically model SRO effects between the two defects.

Previous studies98,102 have mimicked the doping process
for a typical 33% molar Y2O3/ZrO2 ratio by means of
a periodically repeating SC unit cell with 12 sublattices,
respectively, hosting two Y atoms, two Zr, seven O, and
one vacancy.98 This approach allows a first evaluation of the
impact of yttrum inclusions at a fixed stoichiometry, which
already compares favorably with ELNES experiments,98 and
also provides the advantage of a simpler computation of
total energy and forces, for the practical evaluation of lattice
relaxations.98,103

The technique introduces, on the other hand, an unphysical
form of LRO, which appears through the assumed periodicity
of Y and � replacements over the whole bulk. It also leads to in-
creasingly more challenging calculations as the concentration
is lowered, or in the case of possible co-doping scenarios. An
MSCPA approach is instead exempt from the latter limitation,
but suffers from the implicit assumption of complete lack of
correlation between the two charged impurities. This translates
into an excessively averaged out effective medium, and loss
of local environment effects resolution, as further discussed in
the following.

When Y3+ replaces Zr4+, a localized negative charge is,
in fact, introduced and it can be reasonably anticipated that
the positive defect of a O2− vacancy would preferably find
itself in a contiguous region of the bulk, as opposed to being
effectively “smeared out” over all the possible oxygen sites
across the lattice. This aspect is, however, missing in the
MSCPA description, due to lack of accounted correlations
beyond the single-site perspective.

We propose to improve this picture by taking advantage of
the capabilities of the modified theory discussed in Sec. III.
In this example, we compare the three different treatments
mentioned above, namely, standard supercell, MSCPA, and
MSNLCPA with SRO, over the same 2 × 2 × 2 unit cell
geometry and initially for one particular concentration that
appears equally amenable to each method.

The common reference starting point is the evaluation of a
cavity representative of any arbitrary region of the bulk that
hosts four Zr atoms, each possibly replaced by Y, and eight O
atoms, each possibly replaced by the vacancy.

The supercell treatment then fixes the particular concentra-
tion ratio to compare against and provides an extra validation
test for our independent implementation as a follow up to
Sec. III C. From a MSCPA point of view, substitutions of two
Zr atoms with Y ones correspond to a concentration of 50% for
either species, and the associated replacement of an O atom out
of eight with the vacancy � gives it a concentration of 12.5%.

�

FIG. 5. (Color online) The density of states vs energy for yttria-
stabilized cubic zirconia (Zr1−c,Yc),(O1−0.5c,�0.5c), modeled in a
degenerate MSNLCPA treatment with only one cavity arrangement
allowed (dotted line, green) and in a standard supercell description
(dashed line, blue). In this test for the full LRO regime, results are
again indistinguishable from the alternative approach adopted as
reference, as previously observed in comparisons on the Cu1−cZnc

phase diagram for SRO scenarios (see Figs. 3 and 4).

The two treatments can be deemed as either the LRO
or the opposite, fully uncorrelated SRO = 0 limit for the
MSNLCPA extension that we wish here to further illustrate.
The former corresponds in fact to the selection of a single
configuration γ LRO

1 = {Zr,Zr,Y,Y,�,O,O,O,O,O,O,O} with
P (γ LRO

1 ) = 100%, which appears in other words periodically
repeating over the whole sample and is arbitrarily picked
out from the complete set of 24 × 28 = 4096 possible
arrangements of so many disordered atomic scatterers of two
kinds (Zr or Y, O or �).

The latter treatment instead implicitly considers all such
contributions γ SRO

i ’s, each weighted by the uncorrelated
probability (see Sec. III C) based on the concentrations alone.

We can indeed verify that the same DOS as in the case of
a plain, CPA-free supercell can be reobtained within the new
treatment (see Fig. 5), thereby completing from an opposite
point of view the validation plan of Sec. III C. We then
proceed to model the particular instance of yttrium/vacancy
coordination here taken into consideration, by selecting from
the complete, combinatorial list of γi’s only those specific
cases where the replacement of any pairs of Zr atoms with Y
(6× possible choices within four sublattices) is associated with
nearby introduction of a single oxygen vacancy (8× choices),
i.e., γ SRO

i=1 = {Zr,Zr,Y,Y,�,O,O,O,O,O,O,O}, . . . ,γ SRO
i=48 =

{Y,Y,Zr,Zr,O,O,O,O,O,O,O,�,}, with P (γ SRO
i ) = 0.02083

∀i = 1, . . . ,48.
Our fully SCF-DFT51 implementation of the extended

theory provides in this case complete access to the 16 × 6 ×
8 = 768 “polymorphous”46 effective scattering potentials that
describe interactions with each atomic species in each position
of the enlarged unit cell, in addition to the dependence on
the local environment as labeled by the extra index γ . We
note, however, the possibility of a significant reduction in
computational cost, by simplifying the above picture in terms
of averages performed over equivalence classes, rather than
individual elements from the set of possible cavity fillings.
This point is further discussed below.

Results are initially given in Fig. 6 in terms of the total
DOS from the three treatments. With this model of SRO, the
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�

FIG. 6. (Color online) Density of states vs energy for yttria-
stabilized cubic zirconia (Zr1−c,Yc),(O1−0.5c,E0.5c), modeled in a
MSCPA (continuous line, red), MSNLCPA with SRO (dotted line,
green) and supercell or fully LRO (dashed line, blue) treatments.
Element (and configuration, where applicable) resolved contributions
are given in Fig. 7.

MSNLCPA plot conveys an intermediate outcome between the
relatively noisy supercell prediction, characterized by many
artificially sharp features due to spurious periodicity in the
repeated position of Y/Zr and �/O substitutions, and the
excessively softened MSCPA plot, with a severe smearing out
of the original band structure due to the possibly excessive
averaging enforced by the single-site method.

The first feature that jumps to the eye is an apparent, slight
but significant shift of band gap value to a larger size, when
comparing this new outcome with predictions from the two
other methods. In all cases, the stoichiometry of the system is
the same. While MSCPA and supercell prescribe, however,
a very similar location for valence and conduction bands
edges, in the new treatment, we observe some gap widening,
associated with the enforced model of SRO and particularly
the resulting partial sharpening of the main oxygen vacancy
feature, just above EFermi (see also the last panel in Fig. 7).

This can be partially understood by considering the different
effective medium structures in the three cases. In this KKR
study, our Kohn-Sham quasiparticles experience an environ-
ment fully described by the set of scattering interaction poten-
tials V eff(r), with a total energy given by the sum of kinetic, ex-
change, and U eff contributions: Etot = T + V eff = T + Exc +
U eff . While the second term is mainly a local aspect of the prob-
lem, related to the choice of exchange-correlation functional,
the first and the third ones are directly affected by the local
changes in the effective medium described above. We witness,
in particular, a result of variations in the interplay between
kinetic gains with easier charge delocalization, and changed
costs of interactions with the other ions and electrons in the
lattice. Typically, T is larger—everything else being equal—
the more periodic the potential landscape looks like to the
traveling quasiparticles we are investigating. U eff incorporates
instead various terms, but mostly relates to the more or less
screened Coulomb interaction with other nuclei and electrons.

When we compare the extremal cases of MSCPA and super-
cell potential landscapes, we are working with a Kohn-Sham
system where periodicity has been separately, self-consistently
enforced within each sublattice in the unit cell. The CPA has,
in particular, determined an intermediate potential between

FIG. 7. (Color online) Site-, element-, and configuration-resolved
DOS for yttria-stabilized cubic zirconia (Zr1−c,Yc),(O1−0.5c,�0.5c),
same notation as in Fig. 6. In all panels, the inset proposes also a
comparison of the supercell and MSCPA results (left). In the last
figure, the inset highlights low-lying conduction band details from
the total DOS just above the Fermi level (right). For oxygen, it is
evident how degeneracy with respect to local environment γ is lifted
by SRO, with distinct contributions appearing as opposed to other
plots where they lie on top of each other (see text).
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that of pure Zr and Y, � and O, that satisfies the request of
on-average lack of extra scattering to simulate the average
result over a significant subportion of the bulk that is probed
by any experiment that is sensitive at once to a great many
physical realizations of either Zr or Y, � or O.

Microscopically, however, the differences between this
effective potential and the one of either pure zirconium
and yttrium or oxygen and vacancy are very large. When
the simpler approach of a supercell calculation leaves these
intrinsically unchanged, but assumes a periodic repetition
over a certain LRO arrangement, a Kohn-Sham quasiparticle
experiences the full impact of traveling through a rather
inhomogeneous potential landscape. This translates into a
small lowering of the kinetic energy in the second treatment,
which is compensated, however, by a decrease in absolute
magnitude of the negative U eff term, with almost no change in
the local-only Exc term.

Our MSNLCPA model of SRO places itself in-between
these two extremes. There is now no LRO repetition of
completely different scattering potentials as in the supercell
case, but the probabilistic view of interaction with either Zr or
Y, O or �, is not fully exempt either from local environment
effects. In this study, these are formally expressed by the
constraint that a single vacancy may appear in place of any
oxygen atom, but only if rigorously two out of four zirconium
atoms have been also replaced by yttrium, in any position
within the same contiguous cavity.

This has an intuitive impact on the electrons’ mobility,
which cannot delocalize as much as in the perfectly periodic
effective medium of the MSCPA, but are also not yet as
confined in unphysical, too sharp states as in the simple
supercell construction. The kinetic term of our total energy
evaluation increases, approaching the value of the MSCPA
scenario. The U eff term is, however, also changed, resulting in
a deeper valence band.

Forcing a vacancy to appear always close to two Zr/Y
substitutions, we are enforcing a fair degree of coordination
between effective cation/anion within the bulk. The effect
can be expected to go in the direction of increased charge
localization, or, in other words, shorter, less effective screening
in the dominant Coulomb contribution to the U eff term. A
slightly larger |U eff| value results then in pushing down valence
states relatively uniformly, with respect to either supercell or
MSCPA treatments.

This takes place on top of the actual subtle changes in DOS
features, which are particularly pronounced for the oxygen and
vacancy contributions. The most relevant variation appears at
the level of states just above the Fermi level, which undergo
a significant redistribution to create a hybrid structure, in-
between the MSCPA and supercell.

Our SRO results appear to inherit from the latter LRO study
the nature of a relatively isolated, well resolved secondary peak
that precedes the body of conduction band and remains clearly
isolated from the following, mainly zirconium-like, states at
1.5–2 eV. Conversely, we can trace back to the MSCPA side an
opposite tendency towards a softer shape, of hybridized band-
like appearance, with smooth merging between contributions
from different sublattices in the same energy range.

A complete site, element- and configuration-resolved anal-
ysis is plotted in Fig. 7. With respect to the previous discussion

of possible slight gap widening effects with SRO, the right
inset of the lowest panel depicts in detail changes in the
total DOS for the three treatments. We note, in particular,
how a fixed stoichiometry implies that the above variations
can take place only within the constraint of same unoccupied
states. Correspondingly, a redefinition of the band gap, so
as to be measured from the edge of the valence band to the
barycenter of this first, significant feature of the conduction
band, would easily reabsorb the semirigid shift discussed
above.

Here, we conclude our general method discussion by simply
calling attention to another aspect of the new formalism,
which appears most clearly when considering, in particular, the
oxygen contributions. In this particular model of SRO, results
for different configurations γ are not distinguishable, with
the single exception of oxygen. While for Zr/Y and the vac-
ancy �, all results from the complete set of 48 possible cavity
fillings lie almost exactly on top of each others, the position
of the vacancy appears to have a significant influence on the
partial DOS from O. This can be easily understood by recalling
the geometry of our 2 × 2 × 2 unit cell: within the scale or
SRO cutoff of the calculation, zirconium/yttrium substitutions
always take place at equivalent distances, but this is not the
case when it comes to the more numerous anion sublattices,
which can differently host the � defect.

The outcome is a partial lifting of electronic degeneracy
across the 48 − 6 = 42 distinct configurations, with an oxygen
rather than the a vacancy on any given site. Results cluster
to identify only three partial densities of states, with clearly
noticeable variations.

As the general method is pushed towards larger scale
calculations, a preliminary identification of such equivalence
classes over which we perform direct space averages, as
opposed to individual evaluation of single contributions, can be
a key for enhanced scalability at no loss of accuracy, possibly
on top of more approximated treatments based on importance
sampling techniques.

IV. CONCLUSIONS

Most materials are affected by some degree of disorder
and in many crystalline systems this affects differently various
subsets of the sublattices. Often, properties nominally asso-
ciated with the chemical composition of one crystallographic
site can be modified by the extent and nature of disorder on
another. This effect and more general cases of short-range
ordering regimes can be overlooked by the original CPA, due
to the single-site nature of the theory. In this paper, we briefly
reexamine a theoretical extension to the original method, and
suggest a strategy to efficiently perform first-principles studies
over a broad class of systems by combining advantages from
pre-existing techniques.

Comparison with reference results for a Cu50%,Zn50% alloy
in a A2 (A1)/B2 (L10) structure could be used to provide
strict validation of the new formalism against its simple unit
cell implementation. As a further example of new capabilities
for complex materials, the example of zirconia ZrO2 stabilized
in the cubic phase via doping with yttria Y2O3 has also been
examined, comparing a model of SRO with predictions from
the two alternative single-site CPA and supercell treatments.
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