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Band structure and phase stability of the copper oxides Cu2O, CuO, and Cu4O3
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The p-type semiconductor copper oxide has three distinct phases Cu2O, CuO, and Cu4O3 with different
morphologies and oxidation states of the copper ions. We investigate the structural stability and electronic band
structure of all three copper oxide compounds using ab initio methods within the framework of density functional
theory and consider different exchange correlation functionals. While the local density approximation (LDA) fails
to describe the semiconducting states of CuO and Cu4O3, the LDA + U and HSE06 hybrid functional describe
both compounds as indirect semiconductors. Using the HSE06 hybrid functional we calculate the electronic band
structure in the full Brillouin zone for all three copper oxide compounds.
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I. INTRODUCTION

Prospective applications in the fields of optoelectronics and
solar technology raise interest in the p-type semiconductor
copper oxide and its three binary phases cuprous oxide
(Cu2O), cupric oxide (CuO), and paramelaconite (Cu4O3).1,2

Consequently, there is a need for profound knowledge of the
electronic and optical properties of these materials. For the
first compound, Cu2O, these features have been well studied
in the past both experimentally3–9 and theoretically.10–20 As
can be seen in Fig. 1(a), Cu2O crystalizes in a cubic structure
and each Cu+ ion in the unit cell is coordinated by two oxygen
ions. Cu2O is naturally a p-type semiconductor and has a
direct band gap of 2.17 eV and an optical gap of 2.62 eV.2

While past research mainly focused on the excitonic features,
recently cuprous oxide gained new interest as a sustainable
and nontoxic absorber material for solar cells.2

Along with this new interest in the cubic phase of copper
oxide, the optical and electronic properties of the remaining
two structures CuO and Cu4O3 with respect to possible
applications in the field of solar cell technology come into
focus as well. CuO has a monoclinic crystal structure where
Cu2+ ions are fourfold coordinated by oxygen. In the ground
state, it has an antiferromagnetic order with a unit cell as
demonstrated in Fig. 1(b). Furthermore, Fig. 1(c) illustrates
the crystal structure of paramelaconite, which has a tetragonal
symmetry. Here the crystal is built by twofold coordinated
Cu+ ions as in Cu2O and fourfold coordinated Cu2+ ions as
in CuO. Recently, Meyer et al.2 demonstrated that all three
copper oxide phases can be prepared by thin film deposition
techniques. Their ellipsometric measurements of the dielectric
function as well as their absorption measurements indicate that
CuO and Cu4O3 are semiconductors with energy gaps roughly
in the range of 1–2 eV. However, from the experimental side the
exact size of the band gaps and the direct or indirect character
of the band transition are still not conclusively determined.

From a theoretical point of view, the calculation of the elec-
tronic structure of these compounds is challenging. Traditional
first-principles methods like the local density approximation
(LDA) within density functional theory (DFT) fail to describe
the materials as a semiconductor.2,12 For monoclinic CuO,
there exist only few full band structure calculations in literature
that go beyond “standard” DFT: Wu et al.16 use an LDA + U

approach and find an indirect band gap of 1 eV, whereas

Nolan and Elliot15 see an indirect energy gap up to 2.1 eV
depending on the U value using the same method. The strong
dependence of these results on the U parameter as well
as investigations of the electronic structure of Cu2O which
indicate that the LDA + U approach might not be sufficient
to give a satisfying description of the electronic properties21

clearly demand further investigation. Akin to the case of
CuO, the electronic structure of Cu4O3 is also unclear. To
our knowledge no band structure calculations that describe
the semiconducting ground state of paramelaconite have been
published up to now.

In this article we will present a comprehensive set of band
structures from DFT hybrid functional calculations for the
three copper oxide semiconductors Cu2O, CuO, and Cu4O3.
We further assess the structural properties and the phase
stability of the three compounds and compare our results of
the LDA + U and hybrid functional approach.

II. METHOD

All our calculations are performed using the VASP code22–25

and the plane-wave based projector augmented wave (PAW)
method.26,27 The copper PAW potentials we use treat the
Cu 3p6, 3d10, and 4s1 electrons as valence electrons. In
the oxygen PAW potential, the O 2s2 and 2p4 electrons
are chosen as valence states. For the exchange correlation
functional we consider two functionals that go beyond the
LDA to get a semiconducting description of all three copper
oxide compounds. The first is the LDA + U approach where
an additional potential is added to the LDA total energy
expression that acts as an on-site intra-atomic interaction on
the d states of copper. We choose the LDA + U method of
Dudarev et al.,28 which depends on the difference between
two parameters U and J . In Ref. 29 Anisimov et al. propose
a method which allows these parameters to be determined
ab initio. For our calculations we adopt their values U =
7.5 eV and J = 0.98 eV which are calculated for a copper
oxide system. The second exchange correlation functional
we consider is the screened HSE06 hybrid functional30–32

implemented in the VASP code.33 Here a portion α = 25%
of exact nonlocal Hartree-Fock exchange is mixed into the
exchange part of the PBE34,35 total energy functional. The
hybrid functional approach has proved very successful in
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TABLE I. Cu2O, CuO, and Cu4O3 equilibrium structural parameters, cell volume, and Cu–O bond lengths from
LDA + U and hybrid functional calculations compared to experimental data.

Parameter LDA + U HSE06 Experiment

Cu2O a (Å) 4.1656 4.2675 4.26962

Cu–O (Å) 1.80 1.85 1.852

Volume (Å3) 72.28 77.72 77.832

CuO a (Å) 4.5882 4.5130 4.683737

b (Å) 3.3544 3.6121 3.422637

c (Å) 5.0354 5.1408 5.128837

β 99.39◦ 97.06◦ 99.54◦37

y 0.4186 0.4617 0.418437

Cu–O (Å) 1.92 1.94 1.9637

Volume (Å3) 76.81 83.49 81.0837

Mag. moment 0.66 μB 0.54 μB 0.68 μB
38

Cu4O3 a (Å) 5.6544 5.8392 5.83739

c (Å) 9.7728 9.8966 9.93239

z 0.1153 0.1142 0.11739

Cu(I)–O(I) (Å) 1.81 1.85 1.8739

Cu(II)–O(II) (Å) 1.87 1.91 1.9239

Cu(II)–O(I) (Å) 1.93 1.98 1.9739

Volume (Å3) 312.46 337.44 338.3839

Mag. moment 0.66 μB 0.71 μB 0.46–0.66 μB
40

the description of the electronic structure of various oxide
semiconductors, including Cu2O, since it partially corrects
systematic delocalization errors that are inherent in the LDA
functional.19,20,36

For the calculations of the three copper oxide compounds
we choose the plane-wave energy cutoff and the k-point
sampling of the Brillouin zone such that total energy and
structural parameters are well converged within less than 1%.
For the LDA + U calculations we choose an 8 × 8 × 8 k-point
mesh and an energy cutoff of 800 eV for all three compounds.
The computationally demanding hybrid calculations are
performed using a cut-off energy ranging from 600 to 800 eV
and a k-point sampling of 8 × 8 × 8 for Cu2O and 4 × 4 × 4
for CuO and Cu4O3.

III. RESULTS

A. Structural relaxation

For each considered functional we perform a structural
relaxation for all three copper oxide compounds. Cell shape
and volume as well as ion positions are varied following a
conjugate-gradient algorithm until the total energy of the sys-
tem is minimized. The resulting equilibrium lattice parameters
are listed in Table I and compared to experimental data.

The overall agreement between the structural parameters
from both LDA + U and HSE06 calculations with experi-
mental data is fairly good. Especially for the cubic Cu2O
and the tetragonal Cu4O3 the hybrid functional yields lattice
parameters and bond lengths that are very close to the reference
data. For the low-symmetry monoclinic structure of CuO
the deviation of the calculated structural parameters from
the experimental data is higher. Here the LDA + U approach
seems to give more fitting results for the lattice parameters,
but the Cu–O bond lengths and the cell volume are still better
described by the hybrid functional.

CuO and Cu4O3 both have an antiferromagnetic ground
state38,40–42 that is crucial in the calculations to get a description
of the electronic structure as a semiconductor. For CuO
the antiferromagnetic unit cell has twice the size of the
primitive unit cell of the crystal. In the case of Cu4O3

investigations suggest that the antiferromagnetic unit cell
doubles the crystallographic unit cell in all three spacial
directions.42 Since the primitive unit cell already consists of 14
atoms, and to keep the computational effort of the hybrid-DFT
calculations manageable, we choose the lowest energy state
among the antiferromagnetic configurations that are realizable
within the primitive cell. The magnetic moments are localized
on the Cu2+ ions and their respective orientation is schemat-
ically depicted by the arrows in Fig. 1. The calculated values
for these magnetic moments are also given in Table I.

B. Phase stability

Using the fully relaxed structures from the hybrid functional
calculations, we investigate the thermodynamic stability of the
three copper oxide phases in equilibrium with gas-phase O2

at a specified pressure pO2 and temperature T . Following the

FIG. 1. (Color online) Cubic, monoclinic, and tetragonal crystal
structure of the copper oxide compounds (a) Cu2O, (b) CuO,
and (c) Cu4O3. Gray: copper atoms, red: oxygen atoms. For the
antiferromagnetic CuO and Cu4O3 the arrows on the copper ions
indicate the orientation of local magnetic moments.
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FIG. 2. (Color online) Calculated phase diagram of the copper
oxide system using a DFT hybrid functional approach. Cu4O3 does
not appear as a thermodynamically stable phase. The inlay shows the
grand potential of CuO, Cu2O, and Cu4O3 as a function of the oxygen
chemical potential. Energies are normalized to cells containing eight
copper atoms. The close position of the Cu4O3 grand potential at the
phase transition between CuO and Cu2O indicates a meta-stable state.

method described in Ref. 43, the phase with lowest grand
potential determines the thermodynamically stable state at
given pO2 and T . Normalized to the same amount of copper
atoms the grand potential of a phase i containing NO,i oxygen
atoms can be calculated from the respective DFT-energy Ei

according to43 �i(μO) = Ei − μONO,i . We then correlate the
oxygen chemical potential μO empirically to a pressure pO2

and temperature T using the tabulated values given in Ref. 44.
In this approach entropic contributions from lattice dynamics
are neglected assuming that for crystalline structures their
differences are small compared to the differences in internal
energy from the electronic system.43 Using a Debye model
for the phonon density of states and the Debye temperatures
θ = 184 K for Cu2O45 and θ = 392 K for CuO46 we use the
formalism of Ref. 47 to estimate the energy contributions from
lattice vibrations to be in the order of 50 meV per Cu atom.

Thus the accuracy of our phase transition temperatures lies
within ±30 K.

The calculated HSE phase diagram of the copper oxide
system is shown in Fig. 2. The location of the phase transitions
and the temperature dependence are in good agreement with
the experimentally determined phase diagram in Ref. 48. The
LDA + U approach, on the other hand, fails to describe these
features correctly. Paramelaconite, Cu4O3, does not appear in
the phase diagram in Fig. 2, i.e., from our calculations this
phase is not a thermodynamically stable state. This result is
also in agreement with the experimental phase diagram.48 The
inlay of Fig. 2 shows however, that at the phase transition
between CuO and Cu2O, the grand potential of paramelaconite
lies energetically very close to those of CuO and Cu2O.
Including entropic effects thus might yield a stable phase for
Cu4O3 as well. The fact that so far Cu4O3 has been prepared
as thin films only also indicates that this compound is a
meta-stable phase of copper oxide.

C. Electronic band structure

Following our investigation of the structural stability, we
evaluate the electronic structure of all three copper oxide com-
pounds from the LDA + U and hybrid functional approach. In
both methods all three compounds are correctly described as
semiconductors if one considers the antiferromagnetic ground
states of CuO and Cu4O3 mentioned above. A simple LDA
calculation, on the other hand, is not sufficient to give a
description of a semiconductor for these two phases2 and also
fails to account for the antiferromagnetic state yielding zero
local magnetic moments.

We give a comprehensive summary of the energy gaps of
the three copper oxide phases we obtain from our various DFT
calculations in comparison to other published calculations and
experimental values in Table II. In addition, Fig. 3 illustrates
the electronic band structures of the three compounds as
calculated in the full Brillouin zone using the HSE06 hybrid
functional. Figure 4 shows schematics of the Brillouin zones
corresponding to the three crystal structures in Fig. 1 including

TABLE II. Energy gaps (in eV) of the copper oxide semiconductors Cu2O, CuO, and Cu4O3 as obtained from our ab initio DFT calculations
using different exchange correlation functionals in comparison to other calculations and experiments. For Cu2O the direct band gap and the
optical absorption threshold (i.e., the transition energy to the second conduction band) is given. For CuO and Cu4O3 we show the values of the
indirect band gap as well as the smallest direct gap and its location. All our LDA + U calculations are performed using the values U = 7.5 eV
and J = 0.98 eV obtained from Ref. 29.

Present Work Literature

Compound Gap LDA LDA + U HSE Theory Experiment

Cu2O dir. 0.70 0.99 2.02 0.78 (OLCAO),12 1.77 (APW),10 0.54 (PW-LDA),17 2.172

0.60 (LAPW-LDA),11 0.63-0.94 (LDA + U ),20 2.12 (HSE),19

0.79–2.77 (PBE0),20 1.9717–2.3618 (scGW ) 2.03 (GW + Vd )49

opt. 0.99 1.88 2.50 1.23 (PW-LDA),17 1.69 (LAPW-LDA),11 1.51 (G0W0@LDA),17 2.622

2.2717–2.8118 (scGW ) 2.7 (GW + Vd )49

CuO ind. – 1.39 2.74 0.17–2.11 (DFT+U ),15,16,29 1.3 (CI),50 1.051–1.4352 (LMTO-SIC) 1.4–1.72,6,53,54

1.19 (GW + Vd )49

dir. – 1.91 (B) 3.26 (B)

Cu4O3 ind. – 1.27 2.54 – 1.34,55 ∼1.52

dir. – 1.47 (�) 2.71 (�) –
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FIG. 3. (Color online) Electronic band structure and density of states of the three copper oxide compounds (a) Cu2O, (b) CuO, and (c)
Cu4O3 from hybrid functional DFT calculations. The corresponding Brillouin zones are given in Fig. 4. All three compounds are correctly
described as a semiconductor. While Cu2O has a direct band gap, for CuO and Cu4O3 an indirect energy gap appears. Values of the energy
gaps are listed in Table II.

the location of the high symmetry k points along which the
band structures are calculated.

In contrast to CuO and Cu4O3, the LDA already yields a
semiconductor for Cu2O. As can be seen from Table II, the
resulting energy gap largely underestimates the actual band
gap, which is a well known problem of this approximation.
Since in Cu2O the transition to the first conduction band is
dipole forbidden, we also list the optical absorption threshold,
i.e., the energy difference to the second conduction band at �

in Table II. Using the LDA + U method does not improve the
resulting band structure in a significant manner. Interestingly,
varying the value of U has very little influence on the electronic
structure. This can be explained by the complete occupation
of the electron d shell in the Cu+ ions in Cu2O, which
reduces the on-site correlation and hence the effectiveness
of the LDA + U approach. Scanlon et al.19 have shown
that the hybrid functional HSE can successfully describe the
electronic properties of cuprous oxide in the study of defect
formation energies. By fine tuning the amount of the exact
exchange contribution they were able to nearly reproduce
the experimental band gap. In our calculation we use the
“standard” value of α = 0.25 and obtain energy gaps that
deviate from the experimental gaps by less than 7%. Going
beyond DFT, Bruneval et al.17 and Kotani et al.18 demonstrated
that within the framework of many-body perturbation theory, a
self-consistent approach to the GW approximation (scGW ) is
necessary to yield quasiparticle energies that are in very good
agreement with experiment. The accuracy of these energy
gaps is comparable to the HSE results at a much higher
computational cost. Recently, Lany49 proposed a GW scheme
with an additional empirical on-site potential to adjust the

FIG. 4. (Color online) Brillouin zones with special high symme-
try k points of cubic (a) Cu2O, (b) monoclinic CuO, and (c) tetragonal
Cu4O3.

copper d-orbitals and finds energy gaps for Cu2O and CuO
that are consistent with experiments.

Unlike in the case of Cu2O, the use of the LDA + U

strongly alters the outcome of the band structure calculation of
CuO and Cu4O3, changing the electronic system from a metal
(LDA) to a semiconductor with indirect band gap. In addition
to the indirect energy gap we obtain in our calculations, we
show the smallest direct gap and its respective location in
the Brillouin zone in Table II. For both CuO and Cu4O3, our
LDA + U band gaps are located closely to the experimental
energy gaps reported in literature. Despite the good agreement
with experimental energy gaps, the results of the LDA + U

calculations are strongly dependent on the choice of the
parameter U . Increasing U linearly shifts the conduction
bands upwards and thus widens the energy gap. In contrast to
recent absorption measurements on sputtered thin films2 which
suggest that Cu4O3 has a slightly larger energy gap than CuO,
we see the opposite behavior throughout our calculations.

The hybrid functional band structures of CuO and Cu4O3

we plot in Fig. 3 show the same qualitative features as the
electronic structure obtained from our LDA + U calculations.
Quantitatively, the conduction bands are further shifted up-
wards, increasing the LDA + U energy gaps by about 1.3 eV.
Hence, while for Cu2O the HSE band gaps are in close
distance to the experiment, the resulting band gaps for CuO
and Cu4O3 overestimate the reported experimental values by
approximately 1 eV. One has to keep in mind, however, that
the experimental values are inconclusive for these two phases.

IV. CONCLUSION

In conclusion, we assess the structural stability and elec-
tronic band structure of the three copper oxide phases Cu2O,
CuO, and Cu4O3 from several approaches within density
functional theory. The LDA + U and HSE06 hybrid functional
both describe all three compounds as semiconductors, where
Cu2O has a direct band gap and CuO and Cu4O3 have indirect
energy gaps. Our HSE06 energy gaps are in good agreement
with experiment for Cu2O, but there are discrepancies between
experiment and theory for CuO and Cu4O3. We hope that
our work will stimulate further experimental and theoretical
investigations to clarify the electronic structure of these two
compounds.

115111-4



BAND STRUCTURE AND PHASE STABILITY OF THE . . . PHYSICAL REVIEW B 87, 115111 (2013)

*markus.heinemann@physik.uni-giessen.de
†bianca.k.eifert@chemie.uni-giessen.de
‡christian.heiliger@physik.uni-giessen.de
1B. P. Rai, Sol. Cells 25, 265 (1988).
2B. K. Meyer, A. Polity, D. Reppin, M. Becker, P. Hering, P. J.
Klar, T. Sander, C. Reindl, J. Benz, M. Eickhoff, C. Heiliger,
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