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Phasons, amplitude modes, and spin waves in the amplitude-modulated magnetic phase of PrNi2Si2
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The magnetic excitations in the low-temperature amplitude-modulated magnetic structure of PrNi2Si2 have
been investigated by inelastic neutron scattering. The dispersions and intensities of both longitudinal and
transverse excitations are measured along the high-symmetry directions. The modulated magnitude of the ordered
moments implies that the longitudinally polarized magnetic excitations are more intense and dispersive than the
usual transverse spin waves. Several well-defined longitudinal amplitude modes are observed to coexist with
the longitudinal phason mode. The experimental results are in good overall agreement with predictions from
the random-phase approximation, using parameters already established from the macroscopic properties and the
paramagnetic excitations. At low energies in the neighborhood of the magnetic zone center, the magnetic phason
appears to hybridize with an unidentified dispersionless mode.
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I. INTRODUCTION

In nature there is a large variety of systems whose physical
properties depend crucially on the interplay of two, or more,
different length scales. When one scale is set by a lattice unit
cell dimension, the second scale can usefully be regarded
as imposing a modulation which, in most of the cases, is
incommensurate with the lattice.1–5 In magnetic systems, the
modulation may arise from geometrical frustration related to
the topology of the crystal lattice or from competing exchange
interactions, which both forbid the simultaneous minimization
of the interaction energies acting at a given site.6,7

Spatially modulated systems are being intensively studied,
where the periodic phase is a lattice distortion, a charge-density
wave, or an ordered magnetic structure.8–12 Many rare-earth
intermetallic compounds exhibit amplitude-modulated (AM)
magnetic ordering, where the magnetic moment changes
amplitude from one site to another. This is a consequence
of strong easy-axis crystal-field (CF) anisotropy and frus-
tration from competing interactions due to the oscillatory
and long-range character of the indirect Ruderman-Kittel-
Kasuya-Yosida (RKKY) exchange interaction mediated by
the conduction-band electrons.13–16 These magnetic structures
are often observed only in the vicinity of the ordering
temperature. Expanding the free energy in even powers of
the order parameter,17 the fourth- and higher-order terms
that come into play at lower temperatures destabilize the
AM structures and favor equal-moment ordered phases in
the limit of zero temperature. A noticeable exception are CF
singlet ground-state systems,17 where the exchange interaction
induces a magnetic moment by mixing the singlet state with
the excited states. The magnitude of the induced moment
in the ground state depends strongly on the strength of the
exchange field, hence allowing a variation of the length of
the ordered moments even in the zero-temperature limit.
AM magnetic structures are characterized by a propagation

vector τ , which is in general incommensurate with the crystal
lattice, or which in the commensurate case corresponds to a
magnetic unit cell consisting of several crystallographic unit
cells. Due to the modification of the translational symmetry,
the magnetic excitations display properties different from
the spin waves in ferromagnetic or simple antiferromagnetic
structures. Excitations in incommensurate magnetic structures
are also thought to be of great importance for unconventional
superconductivity.18,19 A particularity of low-temperature AM
structures is that they may support the presence of well-defined
longitudinal excitations, which derive from a modulation of the
amplitudes of the moments. In most “equal-moment”systems
the moments saturate at low temperatures, in which case
the longitudinal excitations are quenched, allowing only the
presence of transversely polarized spin waves. In this work,
longitudinal and transverse excitations refer to the direction of
the magnetic fluctuations with respect to the ordered moment
and not with respect to the direction of the propagation vector.

Well-known examples of AM magnetic structures are Tm
and Er hcp metals,20 where the ordered magnetic moments
and the ordering wave vectors are parallel to the hexagonal
c axis. In the case of Er, the AM phase is stable only
between TN and 0.6 TN . In Tm, the magnetic structure stays
longitudinally modulated for all temperatures below TN ,
but the ordered moments are completely squared up in a
seven-layered commensurate equal-moment structure in the
zero-temperature limit. This means that transverse spin waves
are the dominating magnetic excitations at low temperatures in
these two systems.22,23 Another example is Pr metal, a singlet
ground-state system, where a longitudinally polarized ordered
phase is induced by the application of uniaxial pressure, and in
this phase well-defined longitudinal magnetic excitations have
been observed far below the Néel temperature.24

PrNi2Si2 is of particular interest in this context,25–27 as
it represents one of the few examples exhibiting an AM
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FIG. 1. (Color online) Schematic representation of the low-
temperature amplitude-modulated magnetic structure of PrNi2Si2

showing the Pr3+ ions and their magnetic moments. The exchange
constants Jij defined in Table I between ion i at the origin O and
the positions j are indicated. The magnetic moments are obtained by
self-consistently solving the Hamiltonian Eq. (1).

magnetic structure that is stable down to zero temperature. It
crystallizes in a body-centered tetragonal structure with space
group I4/mmm (No. 139) and lattice parameters a = 4.047
and c = 9.621 Å.27,28 The ordered magnetic moments are
confined to be along the c axis (see Fig. 1) by the single-ion
anisotropy, evidenced by the magnetic susceptibility ratio
of χc/χa ≈ 4.5 above TN = 20 K. The magnetic structure
at low temperature (4 K) is well described by a single
propagation vector τ = (0,0,0.87) and an ordered moment
of 2.35 μB .27 At even lower temperatures the observation of
a third harmonic at 3τ reflects a weak tendency to “squaring
up” of the AM moment, but the observed moment ratio of
M3τ/Mτ ∼ 1/7 is far from the limit of complete squaring,
M3τ/Mτ = 1/3.17,27 Since studies of the magnetic excitations
in PrNi2Si2 below TN are scarce,29–31 we have performed new
inelastic neutron-scattering measurements of the dispersive
low-energy excitations. The data obtained are analyzed using
the random-phase approximation (RPA).

The RPA theory is outlined in Sec. II. Section III describes
the experimental setup. The experimental results are presented
and compared with the predictions from the RPA model in
Sec. IV. In Sec. V we discuss the low-energy dynamics that
is not fully captured by the RPA model. Section VI concludes
the paper.

II. RPA MODEL

A. Crystal field and exchange interactions

In PrNi2Si2, the crystalline electric field (point group D4h,
quantization axis c) splits the ninefold degenerate Hund’s rule
ground-state multiplet 3H4 of the Pr3+ ions with total angular
momentum J = 4 into five singlets and two doublets.32 The
next multiplet state is ∼300 meV higher in energy.33 The
Hamiltonian can be written

H =
∑

i

∑
�,m

Bm
� Om

� (i) − 1

2

∑
ij

Jij Ji · Jj, (1)

where the first term contains the crystal-field single-ion
contributions involving only m = 0 for � = 2 and m = 0,4
for � = 4,6, and where Om

l and Bm
l are the Stevens operators

and CF parameters, respectively.34 The second term in Eq. (1)
is the isotropic RKKY exchange interaction, where Jij are
the exchange coupling parameters and Ji the total angular
momentum on site i. The magnetic dipole-dipole coupling is
neglected in view of the small moment magnitude.
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FIG. 2. (Color online) Mean-field excitation energies for the Pr3+

ions as functions of an exchange field (gμBH ) along the z axis,
calculated with the use of the CF parameters given in Table I. The
classification of the levels is the one applying at zero exchange field.
The two singlets shown by the (red) solid lines are only coupled to
the ground state by Jz, whereas the matrix elements of Jx and Jy

between the ground state and the excited states are only nonzero for
the four �5 states shown by the (blue) dashed lines. The Jz matrix
element between the ground state and �

(2)
1 vanishes at zero field and is

a factor of 5 smaller than the other Jz matrix element at the maximum
exchange field. In the AM phase at T = 1.6 K, the numerical value of
the exchange field varies between the two limits denoted by the (red)
arrows. The lower limit only applies for the commensurate structure
assumed in the present analysis.

A joint analysis of specific heat, magnetization, mag-
netic susceptibility, and inelastic neutron-scattering measure-
ments above TN suggests a singlet CF ground state �

(1)
1 ,

which is responsible for the tetragonal easy-axis single-ion
anisotropy.15,16 The first excited state is a singlet �2 at an
energy of 3.3 meV and the second a doublet �

(1)
5 at 5.0 meV.

The remaining J = 4 levels lie at higher energies (see Fig. 2).
They are retained in the model calculations but are of no
concern for the low-energy magnetic excitations studied in
this work or the ground-state properties.16

The exchange couplings responsible for the incommensu-
rate AM magnetic ordering below TN were determined from
the dispersion of the low-energy longitudinal mode in the
paramagnetic phase of PrNi2Si2.25 The values are reproduced
in Table I.

B. Mean-field/random-phase approximation

To calculate the magnetic excitations in the ordered phase
within the RPA, we treat Eq. (1) in the mean-field (MF)
approximation.22,23 The incommensurate propagation vector
is approximated by an effective commensurate one, τ eff ≡
(0,0,7/8) ∼= (0,0,0.87). This means that the magnetic unit cell
is assumed to be eight times as long as the body-centered
tetragonal unit cell, corresponding to a period of 16 atomic Pr
layers along the c axis.
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TABLE I. Isotropic bilinear exchange and crystal-field parameters derived from the paramagnetic properties of PrNi2Si2. The exchange
parameters represent the couplings between neighboring ions whose relative positions are r = (n1a,n2a,n3c), and the labels are defined in
Fig. 1.

n1 n2 n3 100 110 1
2

1
2

1
2 001 1

2
1
2

3
2 002 1

2
1
2

5
2 003 1

2
1
2

7
2 004

Exchange parametersa Jij Ji1 Ji2 Ji3 Ji4 Ji5 Ji6 Ji7 Ji8 Ji9 Ji10

Number of neighbors 4 4 8 2 8 2 8 2 8 2
[μeV] 5.95 7.84 −15.6 12.2 −0.34 −2.07 1.55 −0.43 1.12 −4.83

B0
2 B0

4 B4
4 B0

6 B4
6

Crystal-field parametersb [μeV] −311 −2.39 −20.2 0.34 −0.48

aTaken from Ref. 25.
bTaken from Ref. 16.

The neutron-scattering intensity is given by

S(Q,ω) = − 1

π

1

1 − exp(−h̄ω/kBT )
|f (Q)|2

×
∑
αβ

(
δαβ − QαQβ

|Q|2
)

Im
{
G

αβ

n=0(Q,ω)
}
, (2)

where Qα are the Cartesian components of the neutron-
scattering vector Q and f (Q) the magnetic form factor of the
Pr3+ ions. Since the magnetic unit cell has 16 nonequivalent
sites, n = 0, . . . ,15, the corresponding Fourier-transformed
two-site Green’s functions are coupled within the RPA theory
through21,23

Gn(q,ω) = gn(ω) −
15∑

s=0

gn−s(ω)J (q + s τ )Gs(q,ω), (3)

where q is the wave vector and gn(ω) the nth Fourier com-
ponent of the single-site dynamical magnetic susceptibility
with negative sign calculated from the mean-field levels of
the magnetic system shown in Fig. 2. The 16 equations
of 3 × 3 matrices in Eq. (3) may be solved numerically
after the introduction of a small imaginary energy width ε.
The positions of the poles or the excitation energies have
also been determined directly using the dynamical matrix-
diagonalization method implemented in the McPhase software
package.35

The modulation of the magnetic moments in the AM
structure introduces a coupling between the excitations at wave
vectors q and q ± nτ , according to Eq. (3). The longitudinal
cc (or zz) component of the single-site Green’s function gn(ω)
determined by the Jz matrix elements in Fig. 2 is decoupled
from the transverse (Jx,Jy) part. If the exchange interaction
is assumed to be isotropic, the same remains true for all wave
vectors in the final two-site Green’s function.

We first discuss the longitudinal excitations. In the para-
magnetic phase, the low-energy cooperative excitations with
longitudinal (cc) polarization correspond to Jz transitions
between the �

(1)
1 and the �2 state at zero exchange field. Below

TN , the longitudinal magnetic excitations derive from the
same transition at nonzero exchange fields. The cc component
gcc

n (ω) is invariant with respect to reversal of the ordered
moment at site n. This means that if the commensurate
period comprises an even number of layers (16 in the present
case), the effective commensurate period becomes half the

actual one, i.e., the width of the magnetic Brillouin zone
is effectively doubled along the c axis for the longitudinal
part of the excitation spectrum (�L is 0.25 rather than
0.125). The cc components in Eq. (3) involve only the even
harmonics (n = 0,2, . . . ,14), and the strongest off-diagonal
interaction occurs between the longitudinal modes at τ + q
and τ − q. Close to τ this interaction leads to two modes: a
phason mode and an amplitude mode. The phason mode is
a gapless Goldstone mode of the magnetic system and can
be pictured as 90◦ out-of-phase modulation of the lengths of
the magnetic moments in the AM ordered structure. Close to a
magnetic Bragg point, the phason mode has a linear dispersion
starting out with zero energy from the magnetic Bragg point.
However, the Goldstone mode picture is an approximation.
In the “truly”incommensurate case the phason mode becomes
diffusive close to the magnetic Bragg point (see, for instance,
the discussion in Ref. 23) and in the commensurate case, where
no continuous magnetic symmetry is broken, it becomes a
pseudo-Goldstone mode with a nonzero energy gap at the
magnetic Bragg point. In the present system, the RPA theory
predicts the gap to be very small, about 0.1 meV when
τ ≡ (0,0,7/8), indicating that, in practice, it is not important
whether τ is commensurate or not. The amplitude mode is
a less intense gapped excitation, associated with an in-phase
magnetic-moment modulation. The relatively large amplitude
of the first harmonic in PrNi2Si2, which is 58% of the saturated
squared-up value at 1.6 K, implies that one would expect strong
intensity of the amplitude modes in PrNi2Si2.

The transverse spin waves in the AM phase derive from the
J⊥ transitions between the �

(1)
1 ground-state singlet and the

�
(1)
5 doublet in the paramagnetic state. The magnetic Brillouin

zone is shorter by a factor of 2 and, in principle, the number
of branches is doubled. Furthermore, since the �

(1)
5 doublet is

split in two nondegenerate levels due to the exchange field,
see Fig. 2, the number of branches is 2 × 16. The transverse
spin waves are only weakly dispersive and closely spaced, and
would be difficult to separate experimentally.

Figure 3 shows the calculated correlation functions pre-
dicted by the RPA theory using the model defined by the
parameters in Table I carried out with a narrow resolution.
The effective magnetic Brillouin zone for the longitudinal
excitations along (1,1,L) in Fig. 3(a) has the length �L = 0.25
and each zone contains one phason mode (the lowest branch)
plus seven amplitude modes (the one lying between 3.5 and
4 meV consists of two nearly degenerate branches). The
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FIG. 3. (Color online) RPA correlation functions on a logarithmic
scale at T = 1.6 K predicted by the model defined in Table I.
(a), (b) Longitudinal excitation spectrum (cc components) along
the (1,1,L) and (H,H,0.875) directions, respectively. (c), (d) Corre-
sponding transverse spin waves (aa components). The magnetic zone
boundaries along (1,1,L) in (a), (c) are indicated by white vertical
lines.

different modes are separated by energy gaps at the zone
boundaries at L equal to integer multiples of 0.25. The energies
are the same within each zone, but the weights of the different
branches depend on the absolute positions of the zones roughly
so that the closer a branch is to the corresponding single branch
of paramagnetic cc excitations the more intense it is. The
calculated dispersion of the transverse spin waves is shown in
Figs. 3(c) and 3(d).

III. EXPERIMENTAL DETAILS

Inelastic neutron-scattering measurements were performed
in the (HHL) plane (see Fig. 4) on the cold-neutron triple-axis
spectrometer IN14 at the Institut Laue-Langevin (Grenoble)
with vertically focusing PG(002) monochromator and ana-
lyzer, a 40’ collimator before the sample, and a liquid-nitrogen
Be filter after the sample to reduce background and higher-
order contamination. The final wave vector kf was kept fixed,
and three different configurations were used resulting in an
energy resolution �E of the incoherent elastic scattering as
follows: kf = 1.50 Å−1, horizontal focusing, �E = 0.210
meV; kf = 1.30 Å−1, horizontal focusing, �E = 0.125 meV;
kf = 1.30 Å−1, flat analyzer, �E = 0.080 meV. The data
were normalized to higher-order corrected monitor counts.
We used the same 1 cm3 Czochralski-grown PrNi2Si2 single
crystal as in Ref. 25. Most measurements were performed
at a temperature of 1.6 K, with a few complementary scans
taken between 1.6 and 20 K. In this work, we focus on the

[HH0]

[00L]
Z
τ

Γ

(1,1,0)

(1,1,2)(0,0,2)

FIG. 4. (Color online) (HHL) plane of the reciprocal lattice of
PrNi2Si2. Thin (black) lines show the Brillouin zones, (black) circles
nuclear zone centers, and (green) crosses positions of the magnetic
Bragg peaks corresponding to the propagation vector τ = (0,0,0.87).
Special positions are labeled with (blue) letters, while (red) thick lines
show the principal high-symmetry scan directions.

low-energy excitations, below 6 meV, knowing that there are
excitations also at higher energies, as indicated in the level
scheme of Fig. 2. The polarization of the magnetic excitations
was determined from their Q dependence, using the fact that
neutrons observe only moments (or moment fluctuations) that
are perpendicular to the wave-vector transfer Q.

IV. RESULTS

Energy scans in the magnetically ordered phase of PrNi2Si2
at T = 1.6 K along the two main symmetry directions
[00�] and [hh0] starting from the magnetic zone center at
Q = (1,1,0.88) are shown in an overview in Figs. 5(a)–
5(c). For comparison we also show [see Figs. 5(d)–5(f)] the
corresponding RPA results predicted by the parameters derived
previously from the paramagnetic properties and given in
Table I, i.e., the neutron-scattering cross sections obtained
from the longitudinal and transverse correlation functions in
Fig. 3 when folded with a Gaussian corresponding to the
experimental resolution.

The polarization of the excitations was determined from
energy scans in the [0,0,�] direction, as shown in Fig. 6.
At Q = (0,0,L) [Figs. 6(a)–6(c)], only transverse excitations
can be observed by neutron scattering, while at Q = (1,1,L)
[Figs. 6(d)–6(f)] both transverse and longitudinal excitations
are probed. Clearly, the transverse excitations are confined to
a narrow range of energy centered at about 4–5 meV. The
RPA model calculations indicate that this clear separation
should be true also at wave vectors which have a component
perpendicular to the c axis (see Fig. 3), and this was checked
experimentally by comparing scans at (0.15,0.15,L + 0.88)
and (0.4,0.4,L + 0.88) for L = 0 and L = 2. We conclude that
all excitations below approximately 4 meV are due exclusively
to longitudinal excitations, whereas, in general, the intensities
observed above 4 meV derive from a mixture of scattering from
both longitudinal and transverse excitations. The comparison
between experiments and theory along (H,H,0.88) given by
Figs. 5(a) and 5(c) at energies below 4 meV allows a clear
identification of the phason mode evolving with a linear
dispersion from the magnetic Bragg peak at (1,1,0.87) and
the principal amplitude mode starting out from the magnetic
Bragg point with an energy of about 3 meV. Along (1,1,L)
the theory predicts an energy gap separation between the
low-energy phason mode below 2 meV and the amplitude
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FIG. 5. (Color online) (a)–(c) Neutron scattering intensity of the magnetic excitations in PrNi2Si2 at T = 1.6 K on a logarithmic scale
as a function of wave vector and energy. (a) Along (H,H,0.88) and (b) along (1,1,L) using kf = 1.50 Å−1. (c) Along (1,1,L) close to the
magnetic zone center with higher resolution using kf = 1.30 Å−1 and flat analyzer. (d)–(f) Corresponding RPA results obtained from the model
presented in Table I.

mode at about 3 meV, which is clearly resolved experimentally
as shown in Fig. 5(b). Several higher-order longitudinal
amplitude modes are resolved in the experiment, whose
intensities are comparable to the transverse spin waves. This
is a unique feature of PrNi2Si2, related to the large amplitude
of the modulation of the ordered moment. It is in contrast
to the pressure-induced AM phase in Pr metal, where the
small amplitude modulation of the moments leads to barely
visible amplitude modes.24 The intensity of the phason mode
decreases strongly with distance from the principal magnetic
Bragg peak [see Figs. 5(c) and 5(f)], but is still observable
in the neighborhood of the magnetic Bragg peak of the third
harmonic at (1,1,0.61).

Individual scans along the [0,0,�] and [h,h,0] directions
measured with kf = 1.5 Å−1 are compared to the RPA results
in Figs. 6, 7, and 8. They show, along with the comparison in
Fig. 5, that the RPA theory gives a reasonable description of the
major part of the inelastic scattering experiments concerning
both excitation energies and relative intensities. However, a
closer inspection of Figs. 6, 7, and 8 shows that there are
two peaks in the energy range below 2 meV, where only one
due to the phason mode is expected according to the RPA
calculations.

In order to resolve the dispersion of the excitations at low
energies more clearly, below 1.5 meV, we performed comple-
mentary scans with better resolution using kf = 1.3 Å−1 as
shown in Figs. 5(c) and 9(a). The two Q scans at E = 0.7 meV
presented in Fig. 9 are just at the threshold for showing as

separate peaks the two phason branches starting out from each
magnetic zone center at (1,1,0.87) and (1,1,1.13). A series
of fine resolution Q scans was made along (1,1,L), and the
phason branches become clearly distinguishable as separate
peaks at the slightly higher energy E = 0.8 meV.

The temperature dependence of the scattering at (1,1,0.76)
is shown in Fig. 10. The extra peak at about 1 meV in the
longitudinal scattering range persists all the way up to TN with
a relative intensity that is essentially unchanged compared
to low temperatures, which indicates that this low-energy
mode is still there to interact with the longitudinal magnetic
excitations also in the paramagnetic phase. The scan at TN

shows a broadening of the phason mode not captured by the
RPA predictions, which may be due to critical fluctuations.

V. DISCUSSION

The magnetic ground state properties in PrNi2Si2 calculated
within the MF approximation using the model in Table I agrees
extremely well with the observations. The calculated (experi-
mental) values for the Néel temperature are TN = 22.8 (20) K
and the low-temperature harmonics of the ordered moment
are M1 = 2.49 (2.35) μB and M3 = 0.45 (0.4) μB .27 Since
the RKKY exchange interaction is long range and linewidth
effects are unimportant at low temperatures, we expect the
RPA to be an adequate approximation in the present case.21

Indeed, both the energies and the intensities of the magnetic
excitations in the longitudinally amplitude modulated phase
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FIG. 6. (Color online) Energy scans for constant Q in the [0,0,�]
direction in PrNi2Si2 at T = 1.6 K using kf = 1.5 Å−1. (a)–(c) Q =
(0,0,L), where only transverse spin waves are visible. (d)–(f) Q =
(1,1,L), where longitudinal excitations and transverse spin waves are
weighted about equally. The open (blue) circles are the experimental
results and the (black) solid lines are the results predicted by the
model in Table I. The dashed (red) lines in (d)–(f) are the scattering
intensities derived from Eq. (B1) in the presence of an interaction
between the phason and a local excitation.

in PrNi2Si2 below TN are remarkably well described by the
RPA theory using the same exchange parameters as determined
previously for the paramagnetic phase.25 This is illustrated in
the overviews of Fig. 5 as well as by the black solid lines in the
scans shown in Figs. 6–10. However, there is one important
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FIG. 7. (Color online) Additional energy scans for constant Q at
(1,1,L) in PrNi2Si2 at T = 1.6 K using kf = 1.5 Å−1. The symbols
and lines are defined as in Fig. 6.
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FIG. 8. (Color online) Energy scans for constant Q at (H,H,0.88)
when H is close to 1 in PrNi2Si2 at T = 1.6 K using kf = 1.5 Å−1.
The symbols and lines are defined as in Fig. 6.

discrepancy: the experimental data indicate the presence of
two peaks for energies below 2 meV, where the RPA model
only predicts a single phason mode. This is seen both from
data taken with kf = 1.5 Å−1 (Figs. 6, 7, and 8) and from
high-resolution data taken with kf = 1.3 Å−1 [Fig. 5(c)].

What can be the reason for the extra peak? The CF model
derived previously16 is without doubt close to being the right
one, as it provides a good description of the magnetization,
the paramagnetic susceptibility, and the heat capacity, as
well as reproducing the right positions and intensities of the
paramagnetic CF levels observed in a polycrystalline sample.25

This means that it can be excluded that the extra peak originates
from one more single-site J = 4 MF level lying in the same
energy range as the �2 level (cf. Fig. 2). Forcing the exchange
parameters in the RPA to give the principal amplitude mode at
an energy of 1–2 meV (instead of at 3 meV) could solve the
problem with the overall energy levels, but the intensities of
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FIG. 9. (Color online) Q scans at E = 0.7 meV in PrNi2Si2 at
T = 1.6 K: (a) along (1,1,L) using kf = 1.3 Å−1 and (b) along
(H,H,0.88) using kf = 1.5 Å−1. The symbols and lines are the same
as in previous figures. Notice the two minor peaks in (a) due to the
phasons in the neighborhood of the magnetic Bragg points of the third
harmonic at L = 0.61 and 1.39.
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FIG. 10. (Color online) Temperature dependence of energy scans
at Q = (1,1,0.76) in PrNi2Si2 using kf = 1.5 Å−1. The symbols and
lines are the same as in previous figures. The corresponding scan at
T = 1.6 K is shown in Fig. 6(d).

the modes would come out wrong. Experimentally, the upper
one of the two modes dominates near the magnetic Brillouin
zone boundaries [see Figs. 6(d) and 6(f)], whereas theoretically
the amplitude mode will always have a lower intensity than the
phason mode within the first magnetic Brillouin zone, since
the amplitude mode is a derivative of the fundamental phason
mode.

In order to try to solve the enigma with the two low-energy
excitations, we have carried out a thorough analysis based on
two alternative scenarios. In the first one, we investigated a
coupling of the magnetic excitation to longitudinal phonons
propagating along the c axis. As shown in Appendix A, our
model does not account satisfactorily for the experimental
observations. In the second scenario, we introduce an addi-
tional hypothetical dispersionless mode that hybridizes with
the phason. This model, described in detail in Appendix B,
provides a good description of the low-energy excitations in
PrNi2Si2. However, this hypothetical mode cannot originate
from a low-energy CF level and is also difficult to reconcile
with the specific heat, which is well described by our MF
theory.15,16

We finally briefly mention a few other possible explanations
for the extra mode. (i) In view of the crystal quality and the sta-
bility of the ThCr2Si2 structure that PrNi2Si2 crystallizes into,
it would be very unlikely that impurities or crystallographic
imperfections would result in a dispersionless excitation that
could hybridize with the phasons. (ii) While it is normally
assumed that the electrons on the Ni ions or the conduction
electrons only constitute a passive medium for establishing the
RKKY interaction at the low energies in question (cf. the Pauli
paramagnet YNi2Si2),36 we cannot rule out the possibility that
the extra mode could be related to an induced moment on the Ni
ions. (iii) It is known that CeNi2Si2 is an intermediate-valence
compound,37,38 which may indicate that the 4f electrons of

the Pr3+ ([Xe] 4f 2) ions in the related, neighboring PrNi2Si2
compound are delocalized to some extent. This possibility has
to be combined with that the study of the CF levels15,16 did
not detect any deviations from that expected for ions with
two 4f electrons. (iv) The phonons might be able to create
a bound state in combination with the �2 excited level,39 or
the corresponding MF level in the ordered state, if there is a
high spectral density of phonons with the right symmetry at
energies in the range of 3–5 meV.

VI. CONCLUSION

The longitudinally amplitude-modulated magnetic phase
of the induced-moment system PrNi2Si2 has been studied by
inelastic neutron scattering at low temperatures, well below the
Néel temperature. The characteristic longitudinally polarized
excitations of this phase, a strongly dispersive gapless phason
mode and several less dispersive amplitude modes at higher
energies, coexist with nearly dispersionless transverse spin
waves, whose energies are close to the amplitude modes. The
amplitude modes are unusually strong, a fact related to the
large amplitude modulation of the ordered moments, a quite
unique feature of PrNi2Si2.

Both the energies and the intensities of all these modes are
well accounted for in a random-phase approximation based on
the crystal-field and exchange parameters determined from the
paramagnetic properties of the system. The agreement between
experiment and theory is surprisingly good in view of that no
parameters have been adjusted. Minor modifications of the
exchange couplings are expected to marginally improve the
agreement.

The only major discrepancy between the calculations and
the experiment is the presence of two excitations below 2 meV,
where only one phason mode is expected theoretically. This
observation cannot be accounted for in an RPA treatment of the
Pr3+ 4f orbitals. We have investigated whether an extra excita-
tion could originate from a hybridization between phasons and
longitudinal acoustic phonons arising due to the modulation
of the ordered moments. A better agreement is obtained by
supposing that the phason hybridizes with a dispersionless
mode at an energy of 1 meV. However, the physical origin
of such a hypothetical excitation, which gives no magnetic
contribution to the specific heat, remains mysterious. Further
investigations should probably focus on the properties of the
phonons and the band electrons in PrNi2Si2.

In conclusion, we have shown that PrNi2Si2 is an ideal
system for studying the behavior of the magnetic excitations
in an amplitude modulated magnetic structure, where the
amplitude of the first harmonic of the ordered magnetic
moment is large and the amplitude of the third harmonic is
small. The system exhibits a rich dynamic spectrum with well-
defined longitudinal excitations and transverse spin waves,
which are well accounted for in an RPA model, except for the
mysterious hybridization of the phason with an extra level of
unknown origin.
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APPENDIX A: MAGNETOELASTIC EFFECTS

Here we investigate a scenario where the magnetic ex-
citations couple to longitudinal phonons propagating along
the c axis. This may be accounted for in terms of an effec-
tive ω-dependent quadrupole-quadrupole interaction.21,23 The
relevant magnetoelastic Hamiltonian based on the symmetry
properties of the system is

Hdyn
me = −1

2

∑
ij

J44(ij,ω)O(i)O(j ), (A1)

where O(i) ≡ O0
2 (i) + αO4

4 (i) and the Fourier transform of
the interaction for wave vectors along the c axis is given by

J44(q,ω) = J 0
44

1

π2

ω2
0 sin2(πq)

ω2
�(q) − ω2

, q ‖ c∗, (A2)

when assuming q = |q| somewhat smaller than 1.
The actual model has three parameters that are determined

as follows. The dispersion of the longitudinal acoustic phonon
mode along c is assumed linear ω�(q) = ω0q, where the wave
vector q is given in units of 2π/c and h̄ω0 = 10 meV is
taken assuming that the elastic properties of PrNi2Si2 and
YNi2Si2 are similar.16 The value of α = −0.153 is chosen to
minimize the magnetoelastic strain in the model. The estimated
change of the lattice parameter c between zero temperature
and 60 K is then 0.1%, in reasonable agreement with the
experimental value of 0.07%.40 The interaction strength along
the c axis, J 0

44 = 1.8 × 10−4 × π2 meV, is obtained from
a fit to the experimental excitation spectra along the c

direction.
Considering only the magnetic part of the cross section, this

magnetoelastic model accounts quite well for the scans near
the magnetic Brillouin zone boundary along (1,1,L). Close to
the magnetic Bragg peak the magnetoelastic interaction may
explain the observations only if the interaction is so anisotropic
that it becomes negligible at wave vectors perpendicular
to the c axis. This assumption is justified by the highly
anisotropic crystal structure with c being more than twice as
large as a and the absence of any anomaly in the temperature
dependence of the lattice parameter a below 60 K.40 The
strong anisotropy would cause the phason mode energy to
jump from about 0 to about 1.2 meV in the vicinity of the
magnetic Bragg point when the wave vector is rotated from
being parallel to being perpendicular to the c axis. This is
in contradiction with our neutron scattering results obtained
along (H,H,0.88). Assuming, on the other hand, that the
magnetoelastic interaction is isotropic would remove some of
the discrepancies along the (H,H,0.88) direction, but would
not predict any extra inelastic peak near the zone center.
While these shortcomings cannot rule out the importance of
other magnetoelastic effects on the excitations in PrNi2Si2,
it is clear that our experimental observations cannot derive
from a simple hybridization of the phasons with a phonon
mode.

APPENDIX B: INTERACTION WITH AN EXTRA MODE

Here we study a scenario where an additional hypothetical
flat mode hybridizes with the phason mode. Evidence for
such a hybridization is seen in, e.g., Fig. 5(c), which is
redrawn in Fig. 11 on a blown up scale with focus on the
region near the magnetic Bragg peak. This figure suggests
that the phason mode, whose dispersion predicted by the
RPA model is shown as a black solid line, is split into two
branches by a hybridization with another mode lying at a
constant energy of about 1 meV. In order to substantiate
this hypothesis, we introduce an extra dispersionless level
in a purely phenomenological way by adding a single-site
interaction to the Hamiltonian of the form

�H =
∑

i

[AJz(i)K̂z(i) + K̂(i)], (B1)

where the dynamic variables K̂ and K̂z for the ith site act
within their own two-dimensional vector space |0} and |1},
obeying the rules

K̂z|0} = |1}, K̂z|1} = |0}, K̂|0} = 0, K̂|1} = K0|1}.
(B2)

If A = 0, the extra excited level at the energy K0 would
show no dispersion and would not scatter neutrons. When
A is nonzero, the K excitation is going to interact with the
longitudinal Jz excitations and would gain dispersion and a
nonzero neutron cross section via its mixing with the magnetic
excitations.

The effects of this interaction, using K0 = 1.0 meV and
A = 0.07 meV, are shown by the red dashed lines in Fig. 11
and also by the red dashed lines in Figs. 6, 7, 8, and 10.
The predictions of this simple model agree accurately with
the experimental results obtained along (1,1,L) at T = 1.6 K,
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FIG. 11. (Color online) Neutron scattering intensity of the mag-
netic excitations in PrNi2Si2 at T = 1.6 K on a logarithmic scale
as a function of wave vector and energy along (1,1,L) using
kf = 1.30 Å−1 and flat analyzer. The data are the same as in Fig. 5(c),
but focuses on the region near the magnetic zone center with a more
sensitive intensity scale. The solid (black) line shows the phason
dispersion as calculated using the RPA model. The (red) dashed
lines are the dispersion of the phason after hybridization with a local
excitation at 1 meV according to the model presented in Eq. (B1).

104411-8



PHASONS, AMPLITUDE MODES, AND SPIN WAVES IN . . . PHYSICAL REVIEW B 87, 104411 (2013)

both concerning the dispersion (Fig. 11) and the intensities
[Figs. 6(d)–6(f) and 7]. Along (H,H,0.88) in Fig. 8, the weak
intensity mode shows more dispersion than that expected from

a local mode. With increasing temperature, the intensity of the
extra excitation decreases more rapidly than observed in the
experiment; cf. Figs. 6(d) and 10.
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Mater. 116, 128 (1992).

17J. Rossat-Mignod, in Methods in Experimental Physics, edited by
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