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Interplay between elastic interactions in a core-shell model for spin-crossover nanoparticles
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A coupled spin deformation model for spin-crossover (SC) materials, consisting of distortable 2D square-
shaped lattices, whose sites may be occupied by high-spin (HS) or low-spin (LS) atoms, is studied by Monte
Carlo simulations. To be consistent with the experimental studies, we have studied shell-free and core-shell
nanoparticles. In the case of shell-free nanoparticles, we constrained the surface of the nanoparticle (one layer)
to be in the HS state from the electronic and the elastic point of view because the surface atoms have weaker
ligand-field energy than those of the bulk. We then investigated the size effects and found that the thermal
hysteresis width �T and the transition temperature Teq follow the respective universal laws, �T ∝ √

(L − L0)
and Teq ∝ √

ln(L − Lc), where L is the nanoparticle size. These laws hold independently of the sweeping rate
of temperature. In a second stage, we studied the effect of a soft shell on the thermal properties of the core shell
nanoparticle for which we have investigated the thermodynamic properties at various sizes of the shell. We find
that the thermal hysteresis shifts downwards and the corresponding width increases; a result that contrasts with
that of shell-free nanoparticles. In addition, we have observed that large shell size widths hinder the domain
formation upon the first-order transition, although the transition is still of first order. These behaviors originate
from the elastic stress produced by the shell on the bulk of the nanoparticle, and are identified through the spatial
distribution of the internal stress upon the thermal transition. Moreover, we studied the effect of the shell size
on the relaxation of the photoinduced metastable HS fraction at low temperature. At this end, a preliminary
optimization of the structure of the nanoparticle is performed. We then evidenced that increasing the size of the
shell results in an acceleration of the relaxation process. This behavior is in excellent agreement with recent data
reported on core shell nanoparticles of Prussian Blue analogs.
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I. INTRODUCTION

The thermally induced spin crossover (SC) transition
between the low-spin (LS) and the high-spin (HS) states
of Fe(II) complexes with suitable ligands are examples of
molecular bistable solids. They have been studied1–9 for
many years due to their promising applications as mate-
rials for information storage. Their bistability, originating
from intramolecular vibronic coupling, can be enhanced by
intermolecular interactions. At the solid state, the elastic
interactions constitute the basic mechanism from which the
richness of the behavior of these systems is originated. They
lead to rather abrupt thermal spin transitions and, in many
cases, even to hysteresis behavior denoting a first-order phase
transition or a two-step spin transition,10–12 instead of a gradual
transition corresponding to the simple Boltzmann distribution
between two states, which is generally obtained in highly
diluted crystals (i.e., noncooperative systems).

In recent years, there has been growing interest in the field
of SC solids. Under various constraints, such as temperature2

or pressure13,14 variations, irradiation by visible light15,16 or
magnetic field,17 SC solids can be switched from LS to HS
state, and conversely.1,5 For example, FeII SC compounds18

are diamagnetic (S = 0,LS) and paramagnetic (S = 2,HS) in
the low- and high-temperature phases, respectively. The SC
transition involves both electronic transformation (spin and
orbital) and structural modifications. In the case of these FeII

compounds, the metal-ligand bond lengths change by about

0.2
◦
A (≈ 10 %) and the ligand-metal-ligand bond angles by

0.5◦ − 80◦.19,20 Optical properties are also changed15,21,22

with usually a colorless HS and a strongly colored LS state in
the case of FeII systems. Consequently, magnetic and optical
measurements23,24 are the major experimental techniques
used for quantitative investigations of the spin transitions.
In many cases, elastic interactions between the SC units
are strong enough to induce hysteresis at the thermal spin
transition,6 which occurs as a first-order phase transition.
Such “switchable” molecular solids are promising in terms of
optical data storage.8

Since a few years, the synthesis and the design of SC
nanoparticles have become possible and several interesting
behaviors have been reported.25,26 The experimental results,
for most of these studies, confirmed the expected narrowing
of hysteresis loop and in some cases, the collapse of the loop
below some “critical size,” but very few of them provided a
coherent set of data over the relevant size range, that is, above
and below the critical size. In addition, the samples usually
present a rather wide distribution of sizes, various shapes, and
particles were often aggregated in various manners. All these
features obviously impact the switching behavior of the SC
nanoparticles and made the investigation on the properties of
a unique nanoparticle a very challenging goal. From the the-
oretical point of view, there were a few studies of the thermal
and photo-switching properties of SC nanoparticles27,28 that
aimed at reproducing the collapse of the hysteresis effects at the
critical size of the particles. In addition, although not discussed
in the experimental papers, chemical aging effects have been
also recently observed in the SC nanoparticles, which render
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their study a little bit more complicated from the experimental
point of view. Among the theoretical investigations, we have
recently published a Monte Carlo (MC) study of a 2D finite
size Ising-like model with specific states of the atoms located at
the surface.29 There, we found that the model well reproduces
the experimental behavior of the transition temperature and the
hysteresis loops of nanoparticles of Fe(pyrazine){Pt(CN)4}.30

However, this model does not account for the elastic properties
of the SC nanoparticles. In particular, although the specific HS
electronic state of the surface atoms was taken into account,
the phonon dispersion at the surface (that is, the specific elastic
constant) at the surface must be also different from that of the
bulk. In addition, in such Ising-like approaches, an increase
of the number of the HS layers at the surface does not impact
the thermal dependence of the HS fraction. This means that
these models are not adapted for the description of core/shell
problems, due to the absence of the elastic interaction between
the spin units.

These various aspects of SC nanoparticles have been
suggested by recent experimental investigations.30–34 General
features of SC nanoparticles with well-controlled size show
the existence of a hysteresis loop above some critical. In
addition to the expected narrowing of the hysteresis loop on
decreasing size, most of the systems display a sizable lowering
of the transition temperature and an increase of the residual
HS fraction. The latter features are explained by the different
coordination of the surface atoms, including water molecules
instead of the organic ligands. The latter, experiences a
weaker ligand-field forcing them to stay in the HS state and,
consequently, lower the transition temperature of the particle
through a “negative pressure” effect. For practical reasons,
the present investigation was performed on 2D networks
connected by springs. Not only nearest-neighbor interactions
are considered but also next-nearest-neighbors in order to
keep the mechanical stability of the lattice. We performed
MC simulations using an elastic model combining electronic
and deformation degrees of freedom. In this model, each
molecule is described by a two-states fictitious spin describing
the low-spin and the high-spin states, a view inspired by
the Ising-like Hamiltonian (interacting two-level systems),
widely used in literature to describe the equilibrium35,36 and
nonequilibrium37 properties of SC solids.

Recently, however, several experimental studies have ad-
dressed the problem of core/shell nanoparticles of SC and
Prussian Blue analogs38,39 as well as that of SC nanoparticles
embedded in various types of matrices. The problem of
the influence of the rigidity difference between the infinite
matrix and SC nanoparticles has been studied recently using a
different elastic model. However, the true case of the core/shell
problem, which implies the study of the influence of the shell
size on the SC properties of the core (the active part), has never
been studied.

From the theoretical point of view, recent investigations
using distortable lattices, based on pure elastic Hamiltonians40

or on models combining spin-lattice interactions28,41,42 have
shown that the volume change induced by the spin transition
affects considerably the transition and can even change the
nature of the phase transition. Since a simulation based
on a model of systems interacting via a long-range distant
potential is usually very time consuming because the particles

are allowed to move freely, here, we adopt an alternative
approach in which the SC solid is modeled as a network of
nodes with the fixed topology of a 2D square lattice. Apart
from moving the nodes stochastically, the MC algorithm also
changes the spin states at the nodes within the framework of a
canonical ensemble. The present study is performed by using
an anharmonic interatomic potential that we have used recently
when we solved exactly a set of coupled bistable oscillators in
the frame of the transfer integral method.43

The paper is organized as follows. In Sec. II, we define
the model, describe the simulation technique, and explain our
choice of interaction parameter values. In Sec III, we consider
the core size dependence of the HS fraction arising from
nanoparticles with one HS layer as a shell. In Sec. IV, we study
the thermodynamic properties of core-shell nanoparticles with
variable shell sizes (variable number of shell layers) at fixed
core size. For both cases, we give a detailed discussion of the
thermodynamic properties of the HS fraction and its relation to
the elastic properties of the lattice. Spatial distributions of the
HS fraction and that of the elastic strain along the hysteresis
width are presented and discussed. Moreover, we calculate
the time dependence of the photoinduced HS fraction at low
temperature, the relaxation properties of which are discussed
in comparison with the data of the shell free nanoparticles. In
Sec. V, we conclude.

II. THE MODEL: THEORETICAL BACKGROUND AND
CHOICE OF THE PARAMETERS

We consider here a square lattice of SC units (see Fig. 1) in
which each of them may have two states, HS and LS, described
by an associated fictitious spin S, the values of which are given
by S = +1(HS) and −1(LS). Hence we studied systems of
N = L2 nodes, with L = 6, 10, 18, 40, and 60. Initially, these
nodes were put onto the sites of an ideal square lattice with the
lattice constant of a pure HS state. Throughout the simulation,
we used open boundary conditions in order to take account
of surface effects. We will come later to a discussion of this
aspect.

(a) (b) 

FIG. 1. (Color online) Elastic 2D lattice representing the two
types of SC nanoparticles considered in the work: (a) with a shell
made of one layer of fixed HS atoms or (b) with a shell made of
several HS layers. Red sites are SC atoms having two fixed HS nearest
neighbors, black atoms have one fixed HS atom, and white sites have
no fixed HS state as a neighbor. The spring linking the next-nearest
neighbors have been omited for clarity reasons.
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The total Hamiltonian of the system in the case of Fig. 1(a)
accounting for electronic and elastic contributions reads

H =
∑

i

1

2
[� − kBT ln(g)]Si+

∑
(i,j )

Aij [rij − R0(Si,Sj )]2

+
∑
(i,k)

Bik[rik − R′
0(Si,Sk)]2 and

S(i,N ) = S(N,j ) = S(i,1) = S(1,j ) = +1, (1)

where the first term of the Hamiltonian (1) contains the
energetic contribution �, arising from the difference of
ligand-field energy between the two states and the entropic
contribution −kBT ln g coming from the electrovibrational
degeneracy g of the high-spin state. The second and the third
terms account for elastic interactions between nearest-(nn)
and next-nearest-neighbours (nnn) SC units, respectively. The
latter are introduced here to keep the stability of the lattice. The
Hamiltonian corresponding to the case of Fig. 1(b) is easily
obtained from Eq. (1) by adding the constraint S(i,N + α) =
S(j,N + α) = S(i,1 + α) = S(1 + α,j ) = +1, with α = 1,
NS , where NS is the number of the HS shell layers.

The nodes of the lattice of Fig. 1 are linked by springs. The
equilibrium lattice parameter distances (here abusively called
bond lengths) are denoted by R0(Si,Sj ) and depend on the bond
type as well. We denote by Aij (Si,Sj ) [Bik(Si,Sk)] the local
bond stiffness for nn (nnn) bonds, describing the energy cost of
the bond length being different from its ideal value R0(Si,Sj )
[R′

0(Si,Sk)], and by rij = ‖�ri − �rj‖ (rik) the instantaneous
distance between two nn (nnn) nodes. The expressions for
the elastic stiffness of the nn and the nnn bonds are written
under the following forms so as to decrease the total elastic
constant in the HS spin state:

Aij (rij ) = A0 + A1
(
rij − R0

HS

)2
and Bik(rik)

= B0 + B1
(
rik −

√
2R0

HS

)2
, (2)

where A0 (B0) and A1 (B1) are, respectively, the harmonic and
the anharmonic contributions to the elastic interaction energy
between nn (nnn) neighbors. In the Hamiltonian (1), the sur-
face sites are kept invariant in a HS state as a result of the weak-
ening of the ligand field at the surface of the SC nanoparticles.

Realistic transition temperatures are obtained with an
energy gap � = 900 K and the degeneracy ratio g, such
as ln g ≈ 10 yielding an electronic entropy change at the
transition �S = NkB ln g ≈ 82 JK−1Mol−1 and a transition
temperature Teq = �/kB ln g ≈ 90 K in the case of pure Ising-
like model.36,37 The equilibrium lattice parameters for the three
spin configurations, derived from x-ray data,19 are R0(−1,−1)
≈ 1 nm, R0(+1,+1) ≈ 1.2 nm, and R0(+1,−1) ≈
1.1 nm. We set the average value of the lattice parameter
between nnn neighboring HS (LS) atoms as equal to√

2 × R0(Si,Sj ). The elastic constants A0 and A1 (B0 and B1)
between nn (nnn) sites are derived from the experimental bulk
modulus, E ≈ 1–10 GPa,44 which leads to A0

∼= 4000 K/nm2

≈ 4 meV/Å2
′

and we set the nnn elastic interaction A1 =
0.4 meV/Å4

′
(B0 = A0 and B1 = A1). Using these parameter

values, the elastic constants of HS and LS states are,
respectively, A(+1,+1) =4 meV/Å2

′
and A(−1,−1) =

8 meV/Å2
′

, and we choose for the mixture HS and LS,

which is much less well defined, an elastic constant
equal to the arithmetic mean value of that of the HS
and LS states, A(+1,−1) = 6 meV/Å2

′
[we have fixed

B(+1,−1) = A(+1,−1)].

A. Structure of the electroelastic Hamiltonian and its relation
with the Ising-like Hamiltonian

We investigate in this section the relation between the
Hamiltonian (1) and the usual Ising-like Hamiltonian,35–37

which was widely studied in the literature. To make the things
simple, we study the structure of Hamiltonian (1) in the case
of a harmonic interaction, i.e., A = A0, and we restrict the
elastic interaction to the first nearest neighbors. The nnn
interaction, appearing in the third term of Eq. (1), is not
included. We also forget about the constraint imposed to the
surface. Then Eq. (1) becomes

H =
∑

i

1

2
[� − kBT ln(g)]Si +

∑
(i,j )

A0[rij − R0(Si,Sj )]2.

(3)

The spin-spin interaction in the Hamiltonian (3) comes from
the elastic contribution in which the equilibrium distance
between two neighbors depends on their spin states. It is quite
easy to remark that the equilibrium distance R0(Si,Sj ) can be
expressed as a function of the spin variables as

R0(Si,Sj ) = ρ0 + ρ1(Si + Sj ) + ρ2SiSj , (4)

where the quantities, ρ0, ρ1, and ρ2 are obtained as a function
of the nn equilibrium distances RHH

0 = R0(+1,+1), RLL
0 =

R0(−1,−1), and RHL
0 = R0(+1,−1) = RLH

0 = R0(−1,+1),
as follows:

ρ0 = 1
4

(
RHH

0 + 2RHL
0 + RLL

0

)
; ρ1 = 1

4

(
RHH

0 − RLL
0

)
, and

ρ2 = 1
4

(
RHH

0 − 2RHL
0 + RLL

0

)
, (5)

where RHH
0 , RLL

0 and RHL
0 are the equilibrium nn distances

between HS-HS, LS-LS and HS-LS atoms, respectively.
In the calculations, we have considered RHL

0 =
1
2 (RHH

0 + RLL
0 ) and then we have ρ2 = 0. One can remark

that ρ0 is the average value of the equilibrium distance
over the fourth spin configurations of two neighbors, while
4ρ1 is the lattice parameter misfit between the LS and the
HS phases. Inserting the expression (5) into Eq. (1) and
after some simple mathematical developments, one can arrive
to the following general Ising-like Hamiltonian with local
exchange-like interaction Jij and field-like hi :

H =
∑
(i,j )

JijSiSj +
∑

i

hiSi + A0

2

∑
(i,j )

(rij − ρ0)2

+zN

2
A0ρ

2
1 , (6)

where, Jij and hi are given by

Jij = A0ρ
2
1 and hi = 1

2
(� − kBT ln g)

−A0ρ1

z∑
j=1

(rij − ρ0). (7)
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Equation (7) allows a direct identification of the exchange-like
interaction J as the elastic energy associated with the volume
change (or the volume misfit) between the LS and the HS
states. This model establishes a direct relation between the
phenomenological interaction parameter J , of the widely used
Ising-like model and the elastic energy of the volume misfit,
A0ρ

2
1 , thus demonstrating the elastic nature of the parameter J .

Moreover, the short-range interaction J is a positive quantity,
which means that it stabilizes HS-LS configurations. This is
in excellent agreement with general elasticity theory, which
predicts repulsive interactions between nearest neighbors via
short-wavelength or optical phonons. Indeed, from the elastic
point of view, when one puts a large HS ion at a certain site, it
pushes apart the surrounding metals, and so it is more favorable
to have small LS ions at the nn sites. The field-like contribution
hi contains the combined synergetic effects of the temperature-
dependent energy gap, 1

2 (� − kBT ln g), and those of the local
elastic field produced by the neighbors, where both of them
stabilize the HS (LS) state at high (low) temperature.

Based on the previous analysis developed on Ising-like
models,37 the transition temperature Teq is found as the
temperature for which 〈hi〉 = 0, which gives Teq = �

kB ln g
.

Moreover, the system undergoes a first-order phase transition
when Teq < A0ρ

2
1 .

One can wonder in the present study if the well-
known Mermin-Wagner theorem,45 which excludes an ordered
state for a continuously degenerate 2D system at finite
temperatures,46 is violated. In fact, Mermin-Wagner theorem
has some prerequisites that are not satisfied in the present
situation. In particular, it is not relevant for the case of
nanoparticles problem, since the system is far from the
thermodynamic limit and infrared divergence of the correlation
function plays no role. Moreover, we would like to notice that,
in the presence of a dipole interaction, which decreases with
distance r as r−3, already another prerequisite of this theorem
is not fulfilled, namely, a short-range interaction ∝ r−α with
α � 2D, where D refers to the spatial dimension.47 Therefore
2D ferromagnets and antiferromagnets exhibit a collectively
ordered state with a critical temperature of the order of the
exchange interaction J provided that, for example, dipole
coupling is present even if this interaction is weak compared
to J .48 In the present problem, integrating out the phonons
introduces a long-range interaction.

III. RESULTS AND DISCUSSION

Hamiltonian (1) cannot be solved analytically so we
perform MC simulations to study its thermal properties
(hysteresis, transition temperature, and residual fraction) for
systems sizes L = 6, 10, 18, 40, and 60. For simplicity reasons,
we will not consider here the distribution of nanoparticles sizes
arising from the synthesis. Our objective is to understand how
the nanoparticle size impacts its thermodynamic properties. In
practice, the system is warmed up from T = 50 to 250 K in
steps of increment 1 K, and then cooled down to the initial
temperature 50 K. The MC procedure was performed in the
following way: for a single particle, randomly selected, of
type Si(= ±1) and at position �ri, we chose a new value
S ′

i(= −Si) at fixed lattice positions. This random change is
accepted or rejected by the usual Metropolis criterion. When
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eq
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 t=40 MCS
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 t=100 MCS

T(K)

(ln(L-L
0
))1/2

(a)

(b)

(c)

FIG. 2. (Color online) (a) Thermal dependence of the HS fraction
for square-shaped nanoparticles of different sizes L. The simulations
have been performed with a temperature sweep rate of 0.01K/MCS).
(b) The size dependence of the transition temperature showing a
drastic change below L ≈ 20 nm. Red and blue points correspond to
two different temperature sweep rates, 0.025 (t = 40 MCS) and 0.01
(t = 100 MCS) K/MCS, respectively. (c) The universal behavior of
the transition temperature with size showing a logarithmic behavior.

the random spin change is accepted, we then move the lattice
by choosing randomly a position rj , which is slightly moved
from its position keeping the other particles positions and spins
fixed. We then visit sequentially the N lattice positions until
we relax the lattice. In the next step, we chose again randomly
a new spin variable and the procedure is repeated for all the N

lattice nodes.
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FIG. 3. (Color online) (Top) Snapshots of the system from low to high temperatures. The red (yellow) dots are associated with LS (HS)
sites, while symbols a, b, c, d, e, and f are related with the respective temperatures 5, 95, 100, 144, 86, and 80 K. (Bottom) Corresponding
snapshots of the distribution of local pressures.

At each temperature, 100 MC steps are used to relax the
spin configuration, and for each spin change 100 × N lattice
positions to relax the lattice deformations. In addition, at
each temperature, 100 MC steps on the spin configuration
are discarded as transient time and the subsequent 100 MC
steps were used to measure the following physical quantities:

〈S〉 = 4 (L − 1) + ∑(L−2)2

i=1 Si

L2
and nHS = 1 + 〈S〉

2
, (8)

where 〈S〉 is the average value of the spin and nHS is the HS
fraction, i.e., the fraction of SC molecules in the HS state.

A. Case of one HS layer at the surface

In Fig. 2(a), we show the thermal behavior of the
HS fraction, nHS(T ), calculated for various particle sizes,
corresponding to the case of Fig. 1(a). The experimental
behaviors30,31 are reproduced: upon decreasing particle size,
the transition temperature is downward shifted, the hysteresis
loop progressively collapses and the low-temperature residual

HS fraction is increased. Indeed, the HS fraction nHS exactly
follows the shell/core atom ratio, which is simply expressed as
4(L−1)

L2 , with an asymptotic regime ≈ 4/L for large nanoparticle
sizes. Figure 2(b) shows the size dependence of the transition
temperature for various nanoparticle sizes.

The transition temperature determined for various sizes is
shown in Fig. 2(b). Its behavior is less obvious than that of the
residual fraction. Indeed, the size dependence of Teq involves
local ligand fields contributions due to the constraint imposed
on the surface atoms. In addition, the dependence of the
Hamiltonian on space variables makes the problem less trivial
and its analytic investigation as performed in Ref. 29 is no
more possible. Thus, due to the presence of long-range elastic
interactions, the shape Teq(L) is different from that derived
from an adapted Ising-like model29 for nanoparticles. We have
found that the size dependence of the transition temperature,
shown in Fig. 2(b), follows the universal law

Teq (L) = 76.3 + 7.1
√

ln (L − L0), (9)
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where L0 = 3 is the smallest size from which the system can
convert from LS to HS. The relation (9) reproduces very well
the data of the simulations, as shown in Fig. 2(c). It is also
in excellent agreement with recent experimental data on SC
nanoparticles,31 which reported a logarithmic behavior for
the transition temperature with size. However, it should be
remarked that Eq. (9) has a strong limitation when we approach
the bulk behavior at which the transition temperature must
saturate. Therefore it must be restricted to a region in which
the nanoparticle behavior strongly depends on its size.

Figure 3 gives evidence for domain growth starting from
all corners where the edge atoms are constrained to keep the
high-spin (HS) state with L = 30, both for the HS→ LS and
the LS → HS processes. The domains propagate towards the
center of the crystal and then collapse. These results are in good
agreement with previous molecular-dymanics (MD) and MC
studies,49,50 obtained on nonconstrained surface systems. The
maps of local pressures are shown in line 2 of Fig. 3 for a system
changing from HS (LS) to LS (HS) states. There, we find an
inhomogeneous distribution of positive (negative) pressure,
which is due to the shrinking (expansion) of molecules. Such
inhomogeneous structure has been found in a domain-wall
propagation experiment.51

As a result of the fixed HS surface, the neighbouring active
atoms feel an additional elastic contribution X to the effective-
field-like h given in Eq. (7), the expression of which reads

X = 1

2
Aij

[
rij − R0 (+1, + 1) + R0 (−1, − 1)

2

]2

− 1

8
Aij [R0(+1, + 1) − R0(−1, − 1)]

×
[
rij − R0 (+1, + 1) + R0 (−1, − 1)

2

]
, (10)

where Ai,j = A0 + A1[rij − R0(+1, + 1)]2. Since rij �
R0(+1, + 1), the contribution obtained in Eq. (10) that
acts as a negative pressure, which stabilizes the HS state,
results in a decreasing transition temperature with size, as
observed in Fig. 2(b). In addition, this contribution is enhanced
at small sizes due to the increase of the surface/volume
ratio. These behaviors reproduce quite well the experimental
magnetic data reported in literature of SC nanoparticles,30,33

and also explained using an Ising-like model. Moreover,
very recent studies38 on the matrix-dependent cooperativity
in SC Fe(pyrazine){Pt(CN)4} nanoparticles obtained from
the microemulsion for which their washing by adding para-
Nitrobenzyl pyridine (pNbp) up to the complete removal of
the organic matter results in very similar observations as those
predicted by the present model.

In our results, the transition temperature exists from L =
3, and its behavior for larger sizes is almost independent on
the temperature sweep rate as seen in Fig. 5(a), where we
reported the results for two different temperature scan rates,
0.025 and 0.01 K/MCS corresponding to the respective MC
waiting times of 40 and 100 MCS, between two increments of
temperature.

0 10 20 30 40 50 60

0

2

4

6

8

10

12 t= 40 MCS
t= 100 MCS

Δ(T)

L(nm)

(a)

(b)

FIG. 4. (Color online) (a) Size dependence of the thermal
hysteresis width of the SC nanoparticle in the frame of the elastic
model of Hamiltonian (3), showing the existence of a threshold size
L0 for the occurrence of the thermal bistability. The curve with red
squares (blue filled circles) for which L0 = 6 (L0 = 9) corresponds to a
temperature sweep rate of 0.025 K/MCS (0.01K/MCS). (b) Universal
behavior of the hysteresis with size. The data result from different
MC kinetics corresponding to different MC waiting time between two
temperatures during the simulations. All curves match on the same
universal linear plot with a slope of value 1

2 . The threshold value L0

depends on the MC kinetics.

B. The size dependence of the hysteresis loop

According to Figs. 2(a) and 4(a), the hysteresis loop appears
above a threshold value. Obviously, this value depends on the
temperature scan rate used in the simulation. Therefore we
have calculated [see Fig. 5(a)] the size dependence of the
hysteresis width for two temperature scan rates of 0.025 and
0.01 K/MCS. On increasing L, above the respective critical
values, Lc ≈ 5 and 8nm, the hysteresis width �T shows a
monotonous increase with size until an asymptotic value �T
≈12K obtained for large lattice size values (L ≈ 100 nm
for 0.025 K/MCS ). This monotonic behavior contrasts with
the nonmonotonic one depicted by the Ising-like model29

with a fixed HS border. Indeed, in the former, the hysteresis
width goes through a maximum when decreasing the size, a
behavior which has been attributed to the HS surface, which
acts as a nonuniform negative pressure. Although this negative
“pressure” exists in the present model, its amplitude remains
quite small (∼10 K). Additionally, while the interaction is
exclusively short ranged in the case of Ising-like model, here
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FIG. 5. (Color online) Thermal dependence of the HS fraction for
square-shaped nanoparticles at constant core size L = 10 surrounded
by a various number of HS shell layers. The hysteresis shifts
downwards as a result of the negative elastic pressure induces by
the shell.

the long-range elastic interaction hinders the presence of this
nonmonotonous behavior of the hysteresis width. In fact, a
similar behavior is also obtained in the Ising-like model when
we added a long-range interaction between the nanoparticles,29

which makes the present results very consistent.
Figure 4(b) shows the size dependence of the hysteresis loop

for different MC scan rates at which we have evaluated for each
case the threshold value of size, denoted by L0. Remarkably,
we have found that the hysteresis width �T follows the simple
law

�T (L,tMCS) ∝ [L − L0 (tMCS)]
1
2 . (11)

In Eq. (11), tMCS is the MC waiting time between two
consecutive temperature measurements (here, �T = 1 K).
We should mention that the universal behavior presented in
Fig. 4(b) is only valid for small size nanoparticles. Indeed,
at bigger sizes, the hysteresis width reaches the bulk value at
which it saturates and Eq. (10) is no longer valid.

IV. THE CORE/SHELL PROBLEM

In this section, we study the particular and interesting case
of core-shell SC nanoparticles. For simplicity reasons, the
studied particles are square-shaped and have a 2D character.
The core shell nanoparticle contains a core part, which is
constituted by active atoms (which may have HS or LS states),
and its size is fixed here to L = 10. The shell is made of several
layers of inactive atoms covering the core of the nanoparticle.
From the structural point of view, we study here the effect of
the shell size on the thermal properties of the HS fraction. The
elastic constant between the shell atoms is that of the HS state
in order to mimic the effect of a soft shell. We stress on the fact
that since the shell atoms are electronically inactive, the shell
effects are purely elastic. We should mention that the study of
the shell size cannot be investigated in our previous Ising-like
model29 designed for SC nanoparticles. The reason is that
increasing the number of HS layers at the surface does not
change anything in the model, which includes only short-range
electronic interactions between active spins, and therefore the
thermodynamic properties of the system with one HS layer and
several HS layers are the same. This drastic limitation comes

FIG. 6. (Color online) (a) The HS shell size dependence of the
equilibrium temperature. (b) Teq vs 1/L showing a linear behavior.

from the fact that the Ising-like model does not include the
elastic interactions.

A. Equilibrium properties

The thermal dependence of the HS fraction for different
shell sizes is presented in Fig. 5. We see that contrary to the
case of Fig. 2(a), the high-spin fraction is shifted towards lower
temperatures with increasing dimensions of the shell for a fixed
core size, L = 10. This tendency confirms the existence of a
negative elastic pressure exerted by the shell part on the core,
which leads to the increase of the width of the hysteresis loop.
This negative strain is an internal pressure of elastic origin.
The core of the nanoparticle, embedded in a soft matrix (the
shell), has a bigger lattice parameter, as a result of the soft
elastic constants of the “matrix.” An inspection of the transition
temperature for the different HS shell sizes, presented in
Fig. 6(a), shows that shows that the latter is inversely
proportional [see Fig. 6(b)] to the size LS of the HS shell.

In the next step, we have analyzed the effect of the shell
size on the nucleation and growth of the HS fraction associated
with the hysteresis of Fig. 5. The results are summarized in
Fig. 7, where we depict the spatial distribution of the HS
fraction, upon the thermal SC transition in the case of a free
surface nanoparticle and a core-shell nanoparticle. The first
case resembles that of a one HS layer at the surface and shows
the appearance of HS domains upon heating. Upon increasing
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FIG. 7. (Color online) (1) Snapshots of the spin configuration during the thermal transition from LS to HS state, where the HS (LS) sites
are represented by the yellow (red) dots. Top (down) figures correspond to nanoparticles without (with) a HS shell of size Ls = 10. The shell
hinders the single domain growth process. (2) Corresponding snapshots of the spatial distribution of local pressures upon heating for the same
lattices. For core shell nanoparticles, we remark the existence of negative pressures around the corners of the core part. Symbols a, b, c, d, and
e correspond to temperatures 5, 85, 96, 106, and 173 K, respectively.

the core shell width LS , we found the existence of a threshold
value of LS at which the shell hinders the formation of the HS
domains upon heating. Although the SC transition is of first
order, as seen in Fig. 5 for the value LS = 10, the transition
between the LS and the HS states takes place through ramified
domains structure. This result reminds that of elastic systems
with periodic boundary conditions,40 where surface effects
are absent. In fact, the ultimate case where the shell width
is infinite leads to the situation of a nanoparticle embedded
in a matrix. This limiting case has been studied recently by
other authors,28 but the effect of the matrix size has never been
addressed. In Fig. 7, we represent the spatial distribution of
local pressures corresponding to the electronic configurations
of Fig. 5. A comparison between the free surface and core-shell
system shows the existence of a negative local pressure mainly
distributed around the corners. Around the edges, a positive
pressure is observed, and inside the lattice the local pressure
is almost negligible in the LS state, while it is positive in
the HS state, due to the volume expansion of the core of the
nanoparticle.

B. Nonequilibrium properties

Now we study the relaxation properties of the core-shell
SC nanoparticles in order to investigate the effect of the elastic
stress induced by the shell on the relaxation properties of
the nanoparticle as a function of the size of the HS shell.
Equilibrium properties, presented in Fig. 5, have shown that
the effect of a soft shell on the nanoparticle stabilizes the

HS state, since the transition temperature is lowered. The
study of the relaxation of the HS fraction is a little bit more
subtle, because the system contains lattice and spin degrees
of freedom, and then the results are very sensitive to the
preparation of the initial state. Usually, in SC systems, the
metastable HS state at low temperature can result from two
kinds of preparations: (i) by light through the light-induced
excited spin state trapping (LIESST)15 or by (ii) a rapid thermal
quenching from the high temperature state.52,53 In the case of
the photoexcitation process, the induced HS state (produced at
∼10 K) obeys the Franck-Condon principle.44,54 The latter is
the approximation that an electronic transition is most likely
to occur without changes in the positions of the nuclei in the
molecular entity and its environment. The resulting state is
called a Franck-Condon state, and the transition involved, is a
vertical transition. In our case, these instantaneous electronic
transitions allow to transform the spin state of the atoms
from LS to HS at frozen lattice positions of the LS lattice.
In contrast, in the case of thermally quenched systems, the
initial state is made of HS atoms with the lattice positions
associated with those of the HS state (i.e., containing the
thermal disorder arising from the thermal fluctuations). Here,
for practical reasons, we restrict ourselves to the study of
the relaxation of photo-induced HS states. We investigate the
relaxation of the photoinduced HS state in two steps: (i) first,
we look for the mechanical equilibrium of the nanoparticle
before photoexcitation at low temperature, and (ii) we change
all the spins of the core to HS by keeping the distances and we
relax electronically and elastically the obtained lattice.
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FIG. 8. (Color online) (a) Time dependence of the average value 〈r〉 of the lattice parameter during the elastic relaxation of a core shell
nanoparticle for a frozen electronic state. The red (black) curve corresponds to the elastic relaxation from an initial structure with a HS (LS)
lattice parameter value. (b1) and (b2) are the respective corresponding displacement fields at mechanical equilibrium points A and B of (a).
(c1) and (c2) are the spatial distributions of the strain in the lattice at points A and B of (a).

1. The structure optimization

Another difficulty arising from the specific nature of core-
shell nanoparticles is the determination of the elastic structure
at mechanical equilibrium of the nanoparticle, before the
photoexcitation. Indeed, at low temperature, the nanoparticle
is made of a core with an LS lattice parameter surrounded by a
shell which has a different lattice parameter. It is not obvious
how to build up geometrically such a lattice because of the
existence of a lattice misfit, which leads to incommensurate
surfaces between the core and the shell. To avoid such compli-
cations, we have studied the relaxed elastic state of LS nanopar-
ticles starting from two cases, where all atomic distances are
equal to RLL

0 or to RHH
0 . The elastic relaxation of the nanoparti-

cle for these two initial states is represented in Fig. 8(a), where

we have plotted the time dependence of the average atomic dis-
tance. Interestingly, the relaxed mechanical state of the system
depends on the initial lattice structure. To visualize spatially the
elastic properties of the lattice, we show in Fig. 8(b) the spatial
distribution of the displacement field corresponding to the final
states of Fig. 8(a), and we depict in Fig. 8(c) the associated
distributions of the internal strain. The internal pressure at site
i is obtained through the following relation:

Pi = −
∑

j

Aij[rij−R0(Si,Sj )] −
∑

k

Bik[rik − R0(Si,Sk)],

(12)

where j and k run over the nearest and the next-nearest
neighbors of the site i, respectively.
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FIG. 9. (Color online) Time dependence of the normalized HS
fraction during the relaxation from the metastable HS to LS states.
(a) The case of shell-free nanoparticle. (b) Corresponds to the case of
a core shell nanoparticle with the initial state A of Fig. 8. Curve (c)
depicts the relaxation of core shell nanoparticle starting for the initial
state B of Fig. 8(a). The cases b and c demonstrate that the soft shell
leads to a decrease in the lifetime of the HS metastable state through
the relaxation of its elastic strain. The dimensions of the core and the
shell are the same as those of Fig. 8.

The examination of the spatial distribution of the dis-
placement field, given in Fig. 8, shows that in the case of
a nanoparticle having initially an HS lattice parameter [red
curve of Fig. 8(a)], a global contraction of the lattice takes
place [see Fig. 8(b1)]. The associated spatial distribution of the
strain over the lattice [see Fig. 8(c)] indicates the existence of
a weak positive pressure at the surface of the lattice and almost
no strain in the shell, while a strong tensile stress is present
in the core part of the nanoparticle, which is electronically
LS. These results can be well understood since the core of
the nanoparticle wants to shrink, but it is hindered by the
shell, which wants to keep the structure in the HS state.
So an agreement is found between the two structures that
minimize the elastic energy associated with the elastic misfit.
In contrast, when the whole nanoparticle structure is initially
prepared with an LS lattice parameter, a nonconventional
lattice deformation field is obtained [see Fig. 8(b2)]. In such
case, the shell wants to expand, while the core wants to keep
the LS lattice parameter. The competition between these two
antagonistic processes results in a nontrivial behavior of the
displacement field, which shows the existence of vortices
around four regions of the lattice situated in the shell part.
The associated strain distribution clearly shows that the core
is almost at equilibrium (the lattice strain is weak) while the
shell is submitted to a strong compressive strain resulting from
the choice of the initial structure. While one may expect just
a symmetric behavior between the distributions of the strain
fields of Fig. 8(c)), fundamental differences are obtained in
its spatial behavior. In particular, Fig. 8(c1) shows clearly that
starting from the center lattice and going along its diagonal
to reach the surface, the strain increases monotonously. In
contrast, Fig. 8(c2) evidences that the strain field, which is
almost zero in the center, first decreases when we reach the
limit of the core, and finally it sizably increases in the shell
region. Thus, in the case of Fig. 8(c2), the behavior of the
strain is not monotonous along the space coordinates.

2. Relaxation of the HS fraction

Once the mechanical equilibrium state of the nanoparticle
is defined, we can proceed to the study of the relaxation of
its photoexcited state. Here, we study the relaxation of three
photoexcited states built from the elastic initial state A and B
of Fig. 8(a) (for the core shell). To emphasize the role of the
shell in the nanoparticles, we also investigate the relaxation
of a photoexcited state of a free-shell nanoparticle having the
same size 30×30 as that of the core considered in Fig 8(a).

The photoexcited states are obtained by flipping the spin
states of the nanoparticle’s core from LS to HS and keeping the
lattice positions invariant. This procedure intends to mimic the
light excitation, which results in the Franck-Condon process
that changes the electronic state of SC metal at fixed nuclear
coordinates. We have studied the relaxation of the three types
of HS states at 10 K for nanoparticles having the same size,
30 × 30, of the active part (the core). The relaxation curves
are shown in Fig. 9 for these two cases. It is observed that
both relaxation curves show a sigmoidal shape, indicating
that the relaxation process is cooperative. In contrast, it is
easy to see that the nanoparticles with the shell (curves (b)
and (c)) relaxes faster than the shell-free one (curve (a)).
To understand this result, it is important to see that the
initial state of the nanoparticle with a shell is an LS core
and an HS shell, where the shell (the core) experiences a
compressive (tensile) stress, as clearly depicted in Fig. 7.
After photoexcitation, we transform the LS spin sites of
the core in the HS state and then the core part wants to
expand, but the shell cannot absorb all the volume change
and therefore a compressive stress appears on the core part
of the nanoparticle, as the one obtained in the thermally
induced HS state of Fig. 7. This compressive stress acts as
a nonuniform pressure on the metastable HS, thus reducing
its lifetime, as depicted in Fig. 9. This result is in excellent
agreement with recent experimental observations55 obtained
on core-shell nanoparticles of photomagnetic Prussian Blue
analogs (PBA) in which the shell part has a smaller rigidity.
We have also considered the relaxation of the HS thermally
quenched state. For that, we fixed the initial HS state to that of
the high-temperature state obtained in Fig. 7. An interesting
aspect of this state is the presence of local fluctuations in
the atomic bond lengths. The corresponding relaxation curve,
given in Fig. 8(c), has also a shorter lifetime than that of
the free shell nanoparticle due to the presence of a residual
compressive stress induced by the shell on the core.

V. DISCUSSION AND CONCLUSION

We have investigated the thermal properties of SC nanopar-
ticles mainly from the point of view of the size dependence
of their hysteresis loop. It is well known that the width of
the hysteresis is related to the observation time and to the
ratio of the barrier height to the thermal energy kBT . We
found the existence of a universal law linking the hysteresis
width with the size of the nanoparticle for various temperature
sweep rates. Among the results presented in this manuscript,
we focus on the important difference of the size dependence
of the core and the shell of the nanoparticle. For simplicity, we
assumed that the shell has the same elastic properties as those
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of the HS state. However, in real systems, the situation can
be much more complicated, and although the surface atoms
are most likely in the HS state, the ligand field increases
gradually from the surface to the bulk up to that of the
nanoparticle’s core. Due to large uncertainties on the space
dependence of the ligand field, we preferred to investigate
limiting situations where the surface atoms are in the HS state,
due to their coordination to water molecules. We have also
considered the special case of core-shell SC nanoparticles,
a problem which was not yet investigated theoretically. To
take into account the elastic misfit between the core and the
shell, we have considered that the latter has the same elastic
constant as that of the HS state. Obviously, considering softer
shells is very easy to include in the model, but the present
situation already clarifies the role of the shell. Indeed, our
calculations have shown that competing effects take place
between the core and the shell of SC nanoparticles allowing
to explain the various experimental data of literature, where
it has been observed that, in some cases, the hysteresis shifts
downwards when decreasing the size of nanoparticles, while
in some other cases the hysteresis remains almost unaffected34

by the changes of the particle size. From the theoretical point
of view, shell-free nanoparticles lead to hysteresis widths the
size of which decreases with their size. However, when we
take into account surface effects, from the electronic point of
view (as reported in Ref. 29) or through some specific elastic
properties at the surface, then new behaviors may emerge. That
is the case, for example, when we consider an SC nanoparticle
surrounded by a shell that has a softer bulk modulus than that
of the core. In this case, the increase of the shell size increases
the hysteresis loop, which shifts downwards. In real systems,
an increase of the nanoparticle size leads to a simultaneous
increase of the shell and active core size, and therefore the
two previously mentioned effects can compete and give rise
to a size-independent thermal hysteresis, as already reported
in some previous experimental works.34 This very interesting
aspect of the present model will be investigated in a separate
work.

Although, we have not studied the dependence of the energy
barrier with size, it is expected that the latter decreases with
size, as recently reported in circular lattices.38 However, in the
present study, its determination requires the time dependence
of the HS fraction at different temperatures and, hence, its
derivation from an Arrhenius plot. Simple arguments lead,
however, to expect that the true experimental situation is much
more complicated. Indeed, the hysteresis width depends on
the energy barrier, which itself may scale with the volume
of the system, but the latter also depends on the interface
between the nanoparticle and its immediate environment.
Actually, the change in the composition of the nanoparticle
surface results in a large shift in the center of the hysteresis.

This effect indicates that the interface energy determines the
thermodynamic transition point. Here, the interface energy
most likely involves the breaking or rearrangement, or both,
of bonds between surface atoms and organic ligands (or water
molecules) and depends on the type ligands used. It is worth
mentioning that the previous trends on the energy barrier do
not extrapolate to the bulk solids, where usually barrier heights
are lower than in nanocrystals, mainly because of the influence
of defects. For example, the hysteresis width of the transition
from wurtzite to rock salt in bulk CdSe (a transition which is
accompanied by a structure change) is approximately one-third
of the width observed in CdSe nanocrystals.56 Moreover, the
stability of the bulk structure for small particles is questionable.
For example, it is quite known that small nanoparticles of Co-Pt
bimetallic clusters have different stable structures, depending
on their size. Thus global optimization MC simulations,57

based on tight-binding potentials, have shown in this particular
case that polyicosahedronlike, decahedron, and fcc structures
are the most stable for nanoparticles with atom numbers N <

100, 100 < N < 400, and 400 < N < 1000, respectively. In
addition, real nanoparticle materials, involve surface relaxation
and surface reconstructions, which may play the role of active
point defects for nucleation during the SC transition. At
the present stage, we have no x-ray diffraction data on SC
nanoparticles due to the difficulty to perform high-quality
experiments, mainly because of the presence of structural
disorder at the surface and, probably, in the bulk of these
molecular materials. Therefore the models constructed from
highly symmetric lattices remain quite fragile and global
structural optimizations will be unavoidable in the future to
treat in a realistic way the switchable nanoparticles. Moreover,
the presence of surface defects may be also at the origin
of the distorted shape of the experimental hysteresis loops
reported in literature. The present model allows extensions on
structure optimization after adding some physical ingredients
on the interaction potential and can also include the double
distribution of random elastic constants and random ligand
fields for the surface atoms. We are presently investigating
these effects as well as those related with the size distributions
of the nanoparticles and their effect on the thermal hysteresis
width.
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62, 14796 (2000).
38R. Yousuf, F. Volatron, S. Moldovan, O. Ersen, V. Huc, C. Martini,
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