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Thermal boundary resistance dominates the overall resistance of nanosystems. This effect can be utilized to
improve the figure of merit of thermoelectric materials. It is also a concern for thermal failures in microelectronic
devices. The interfacial resistance depends sensitively on many interrelated structural details including material
properties of the two layers, the system dimensions, the interfacial morphology, and the defect concentrations
near the interface. The lack of an analytical understanding of these dependencies has been a major hurdle for
a science-based design of optimum systems on a nanoscale. Here we have combined an analytical model with
extensive, highly converged direct-method molecular dynamics simulations to derive analytical relationships
between interfacial thermal boundary resistance and structural features. We discover that thermal boundary
resistance linearly decreases with total interfacial area that can be modified by interfacial roughening. This
finding is further elucidated using wave-packet analysis and local density of state calculations.
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I. INTRODUCTION

The interface between different material layers exerts a
resistance to the thermal conduction. This is manifested by an
abrupt change of temperature across the two materials when
a heat flux passes through.1,2 The corresponding interfacial
resistance, known as Kapitza resistance, is defined as σi =
�Ti/J , where J is the heat flux and �Ti is the abrupt change
of the temperature at the interface. Its inverse value, hi =
1/σi , is termed Kapitza conductance. The thermal boundary
resistance is an important problem for nanosystems because it
can dominate the overall resistance of the structure when the
dimension becomes small. This phenomenon can be utilized
to improve the figure of merit of thermoelectric materials.3,4

It can also cause local temperature accumulation leading to
thermal failures in microelectronic devices.

Atomic-scale engineering of interfaces for specific ther-
mal applications has been an elusive goal because Kapitza
conductance is extremely sensitive to many structural details
at the interface, including crystallinity, crystallographic ori-
entation, roughness, interdiffusion, and chemical reaction.5–12

These structural details become more important on a nanoscale
because, when the characteristic dimensions are comparable
to or less than the phonon mean-free paths, the interfacial
scattering increases.6 Unfortunately, interfacial thermal trans-
port experiments are extremely challenging, and only recently
have experimental studies begun to address some relationships
between Kapitza conductance and microstructural features
of interfaces.5,10,11,13–15 Due to the lack of understanding of
dependence of Kapitza conductance on structural details, the
design of devices has typically relied on a trial-and-error
approach rather than a science-based optimization.

Without requiring assumptions other than an interatomic
potential that can be parametrized from fundamental bonding
properties of atoms, molecular dynamics (MD) simulations
are effective to explore thermal transportation and to examine
effects of atomic details of interfacial structures. For instance,

MD simulations have been applied to calculate thermal
conductivity of superlattices.16–20 In particular, Termentzidis
et al.17 explored the cross-plane conductivity of superlattices
with a variety of interface conformations, similar to part of
the current study. Although superlattices are composed of
interfaces, the calculated temperature profiles do not show
contributions of thermal boundary resistance of individual
interfaces to the overall thermal resistivity of the material. On
the other hand, MD simulations have been successfully used
to directly calculate thermal boundary resistance.21–27 These
studies established the effects of sizes,28–31 temperature,21,26,32

mass differential of the two layers,21,26,27 lattice mismatch
between layers,26,27 interfacial defects,26,27 stiffness of the
materials, and bond strength at the interface.22,24,32,33 While
the MD data provided knowledge significantly beyond that
achieved from analytical models (e.g., the acoustic mismatch
model and the diffuse mismatch model2,9), our current under-
standing of the thermal boundary conductance is far from the
material or structure design requirement. In particular, analyt-
ical relationships between Kapitza conductance and structural
details such as interfacial morphology, interfacial defects, and
coherence (the probability materials share common lattice
sites) of the interface have not been established in the past
MD simulations. Here we combined an analytical model with
systematic MD simulations of interfacial thermal boundary
transport using the “direct method” to establish analytical
equations for Kapitza conductance as a function of interfacial
morphology. The effects of defects, interfacial coherence, and
elastic constants of the materials are also explored. Care has
been taken to distinguish our work from previous studies. For
instance, we will significantly expand the time scale used in the
previous MD simulations (up to only several ns)21–27 to more
than 100 ns so that highly converged MD data can be generated
for verifying the analytical relationships between Kapitza
conductance and structural features. In addition, we will ensure
the generality of the results by using three different interatomic
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potentials. Finally, wave-packet analysis22,23 and local density
of state calculations are performed to further elucidate the
results. These studies can directly benefit current efforts to
increase the figure of merit of thermoelectric nanomaterials
through interface roughening6,34–36 as well as to manage
thermal transport at metalized semiconductor interfaces such
as Schottky barriers and Ohmic contacts.37

II. METHOD

A. Interatomic potential

One key objective of the present work is to gain a generic
understanding of interfacial morphology effects on Kapitza
conductance of metal-on-semiconductor structures. To achieve
this, we use three different potentials to ensure the generality of
the results. First, we develop a Stillinger-Weber (SW)38 type of
Al-Ga-N potential interatomic potential as described in detail
in Appendix A. This SW Al-Ga-N will be used in a majority of
our metal-on-semiconductor (Al-on-GaN) simulations. Next,
we develop a hybrid embedded-atom method (EAM)39,40 +
SW potential for the Al-Ga-N system and use it in some
selected (again Al-on-GaN) simulations to test the generality
of the results. This potential, termed the ESW potential, is
described in details in Appendix B. Finally, a Lennard-Jones
(LJ) potential is used to study a mass-mismatched model
A/B interface. This not only further tests the generality of
the studies but also facilitates the interpretation of the results
with a simpler LJ system.

B. Direct method molecular dynamics model

In this work, we study the interfacial structure effects
through simulations of phonon heat transport using a proto-
typing Al-on-GaN bilayer system. A two-temperature model
(TTM),41,42 which incorporates the electron heat transport,
is also being applied to study the system-size effects of
the Al-on-GaN system. Details of the TTM studies will be
summarized in a separate report.28 Here our choice of probing
the structural dependence of thermal boundary conductance
via only the phonon interactions is based on the following con-
siderations: First, some experiments indicated that electrons
do not significantly affect thermal boundary conductance7

unless in a highly nonequilibrium regime.43 Although pre-
vious theoretical work44,45 suggested that electrons affect the
absolute values of interfacial conductance, our preliminary
TTM simulations showed that electrons do not alter the trends
of the conductance with respect to system geometry (e.g.,
the system dimensions in both cross section and transport
directions). As a result, including only the phonon effect in
simulations should reveal the correct structural dependence
of conductance. It also allows us to redirect our computing
resources for more thorough studies at reduced statistical
uncertainties.

For the Al/GaN simulations, an illustration of our compu-
tational crystal used in the direct-method MD simulations is
shown in Fig. 1(a), where the left side is Al and the right side
is GaN. Here we assume that the [111] Al and the [0001]
GaN are aligned in the x direction, the [1̄1̄2] Al and the
[1̄100] GaN are aligned in the y direction, and the [22̄0]
Al and the [112̄0] GaN are aligned in the z direction. The

[0001] (x) direction of an GaN wurtzite (wz) crystal is stacked
with alternating Ga and N planes of alternating short and
large spacings, as illustrated in the inset of Fig. 1(a). Our
model generally assumes that Al is in contact with Ga. For
a stable interface, we further assume that the next N plane
has a short spacing with the contact Ga. Two special cases
are also explored. In the first case, Ga and N atoms are
switched so that Al is in contact with N. In the second case,
the Al is also in contact with N but the next Ga plane has
a long spacing with the contact N (i.e., Ga and N atoms
are not switched but the interface location is shifted). The
length, width, and thickness of the system are represented
respectively by LAl, WAl, and tAl for Al and LGaN, WGaN,
and tGaN for GaN. For convenience, the dimensions are also
represented by the number of cells in the x, y, and z directions
as nx,Al, ny,Al, nz,Al for Al and nx,GaN, ny,GaN, nz,GaN for
GaN. Al has a fcc crystal structure with a lattice constant
of aAl = 4.05 Å (density ρAl ≈ 0.0602 atoms/Å3), and GaN
has a wurtzite crystal structure with lattice constants of aGaN =
3.19 Å and cGaN = 5.20 Å (density ρGaN ≈ 0.0873 atoms/Å3).
The smallest orthogonal cell of Al is ax,Al = √

3aAl, ay,Al =
0.5

√
6aAl, and az,Al = 0.5

√
2aAl. The smallest orthogonal cell

of GaN is ax,GaN = cGaN, ay,GaN = 2 cos(π/6)aGaN, az,GaN =
aGaN. This means that LAl = nx,Alax,Al, tAl = ny,Alay,Al,
WAl = nz,Alaz,Al, LGaN = nx,GaNax,GaN, tGaN = ny,GaNay,GaN,
WGaN = nz,GaNaz,GaN. Obviously, while the (111) Al and
(0001) GaN cross-section planes are both hexagonal, the
cross-section dimension of the system must be constrained
so that WAl ≈ WGaN ≈ W and tAl ≈ tGaN ≈ t . Here we use
standard cross section of ny,Al = 29, nz,Al = 10, ny,GaN = 26,
and nz,GaN = 9. These combinations of numbers of Al and
GaN cells in the cross-section dimensions produce low Al/GaN
lattice mismatch strains of εy = 0.001 in the y direction and
εz = −0.003 in the z direction. In particular, εz = −0.003
is also the minimum misfit strain for any combinations of
number of Al and GaN cells in the z direction when nz,Al � 28,
so that the misfit strain εz will not be further reduced even
when the z dimension is more than doubled. To give a further
quantification of the misfit effect, the relative (y − z) biaxial
stress calculated from a typical sample is plotted along the x

direction in Fig. 1(b). Here the relative stress means that the
absolute stresses of Al and GaN are scaled respectively by the
average magnitudes of the stresses in the Al and GaN bulk,
respectively. It can be seen from Fig. 1(b) that the contribution
to stress from the interface is no more than twice that from the
surfaces.

The computational crystal with the desired dimension is
first created based on the 0 K temperature lattice constants of
the materials. Tentative strains in the cross-section directions
are applied to the two material layers to compensate for
the lattice mismatch. To relax the tentative strains and to
incorporate the thermal expansion effect, a preconditioning
MD simulation is performed at the simulated temperature
(via velocity rescaling) for a designated time (e.g., 20 ps or
more) using a zero-pressure NPT (constant number of atoms,
pressure, and temperature) periodic boundary conditions in all
three coordinate directions. After discarding the simulation
for the first half of time, the average dimensions obtained
during the last half of time are then used to create a new
crystal with the thermal expansion effect incorporated (for the
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FIG. 1. (Color online) (a) Computational crystal used in the
direct-method MD simulations, and (b) distribution of the relative
(y − z) biaxial stress in the x direction. Here the relative stresses of
Al and GaN are scaled respectively by the average magnitudes of the
stresses in the Al and GaN bulk, respectively.

SW potential at 300 K, the thermally relaxed crystals typically
have normal strains of 0.0013, 0.0013, and 0.0013 for GaN
and 0.0012, 0.0001, and 0.0034 for Al in the three coordinate
directions as compared to their equilibrium sizes at zero K).
This crystal is used in the main MD simulation of thermal
transport.

In the main MD simulations, periodic boundary conditions
are used in the y and z directions such that simulated systems
approximate an infinite cross-section area. A nonperiodic
boundary condition is used in the x direction to enable
nonsymmetric interfacial geometry. To ensure that the system
is kept at the thermally expanded dimension, one atomic Al
layer (light gray) at the left end and a pair of atomic Ga (red)
and N (blue) layers at the right end, as indicated in Fig. 1, are
held fixed during simulations.

During thermal transport simulations, MD is first run for
a designated time (e.g., 10 ps) under the NVT (constant
number of atoms, volume, and temperature) condition using
velocity rescaling to set up the desired system temperature
T . MD is then continued with an NVE (constant number
of atoms, volume, and energy) condition while at the same
time a constant heat flux is introduced.23,46–50 Here regions
with a designated width of about 30 Å immediately beside
the two fixed ends, as shown in dark gray near the left
side and yellow-orange near the right side in Fig. 1, are
simulated as hot (heat source) and cold (heat sink) regions.

This is achieved by continuously adding a constant amount
of energy to the hot region and removing exactly the same
amount of energy from the cold region at each MD time step
using velocity rescaling (while preserving linear momentum).
The simulation then naturally creates a heat flux and a
temperature differential in the x direction. Here a relatively
large size (30 Å) of heat source and sink is used because we
found that small sizes lead to an abnormal temperature spike
in the hot region and an abnormal temperature dip in the cold
region. To compute the temperature profile, bins (finite element
mesh) with appropriate width are generated either along the
x direction (for majority of our thermal transport calculations)
or along both the x and y directions (for selected study of
local temperature distribution). A temperature averaged over
a designated number of time steps is calculated for each of
the bins. To generate extremely accurate results, the duration
of the NVE simulations is chosen to be extremely long in the
MD standard (e.g., at least 110.4 ns for the Al/GaN case). For
reference, the majority of our simulations include ∼55 000 to
∼85 000 atoms. Note that increasing the averaging time is very
effective in improving the accuracy of thermal conductivity
calculations51 where a small temperature gradient appears
in the denominator of the expression. Here the denominator
in the conductance expression is the temperature drop across
the interface, which is larger than the temperature gradient in
the conductivity calculations. As a result, accurate thermal
boundary conductance results can be obtained at shorter
averaging times. As described below, however, we found that
under the simulation conditions suitable for accurate thermal
boundary conductance calculations, the temperature gradients
within individual material layers necessarily approach zero.
This leads to uncertain thermal conductivities for individual
materials and may occasionally affect the thermal boundary
conductance calculations. By using very long averaging times,
on the other hand, all of our results have extremely small
statistical / systematical errors. We also perform more than
20 simulations each with 1/20 averaging times. The statistical
average of the conductance obtained from the 20 simulations
converges almost perfectly to the result from the single,
long-time simulation.

After discarding the initial stage of simulation to allow
the system to reach a dynamic equilibrium, the temperature
profile averaged over the remaining time (at least 110 ns for
the Al/GaN case) is used for analysis. Our work will focus on
a relatively low temperature (300 K for the Al/GaN case and
10 K for the LJ system). Note that the GaN Debye temperature
estimated by different groups ranges from 350 to 600 K.52–54

Although 300 K is at the lower bound of the estimated Debye
temperature range, we emphasize again that our objective is
not to extract quantitative data for specific materials but rather
to discover functional dependence of Kapitza conductance on
interfacial structures. The low temperature MD simulations are
beneficial for such studies as they effective reduce systematic
and statistic errors,51,55,56 which is the limiting factor for
discovering accurate functional dependencies.

As mentioned above, simulations were performed using the
fixed-boundary condition in the x direction (i.e., with the rigid
ends; see Fig. 1). We also explored the free-boundary condition
in the x direction and it is worth discussing the results. As
an example, here we assume heat conduction through an
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FIG. 2. Effects of fixed- and free-boundary conditions on direct-
method MD simulations of thermal transport.

interface-free GaN (without the Al) segment with the same
orientation as shown in Fig. 1. The sample dimension has
nx,GaN = 152 (≈790 Å), ny,GaN = 10 (≈55 Å), and nz,GaN = 6
(≈20 Å), and the heat flux is J = 0.0002 eV ps−1 Å−2.
The temperature profiles obtained using the fixed- and the
free-boundary conditions are shown respectively as the filled
circles and unfilled diamonds in Fig. 2. It can be seen that
the fixed-boundary condition produced an expected temper-
ature profile (a Fourier temperature gradient) in the middle
of the sample whereas temperatures near the two sample
ends begin to drop as these ends are essentially frozen. In
contrast, the free-boundary condition produced an abnormally
large temperature increase at the hot end. This was found
to always occur with the constant-flux method where the
hot and cold regions are not thermostated. Note that the
temperature calculated in MD simulations is accurate only
when atom velocities satisfy a zero-momentum condition.
Obviously, a free surface may cause nonzero momentum in
local regions near the surface, likely to be responsible for the
observed abnormal temperature distribution. Although Fig. 2
does not show a significant difference of the temperature
gradients at the middle point of the sample (and hence the
thermal conductivities) between the fixed- and free-boundary
conditions, the abnormal temperature profile can be a source
of error. This justifies our choice of fixed boundary condition.

It appears that a constant-temperature control method (i.e.,
the hot and cold regions are directly thermostated) may
eliminate the abnormal temperature spike seen under the
free-boundary condition. However, we found that simulations
with the constant-temperature method are either unstable when
the temperature in the thermostated regions are equilibrated
too quickly (e.g., scale the atom velocity every time step),
or the results depend on the input parameter characteristic
of the equilibration time (e.g., the damping parameter in
the Nose-Hoover method57). Considering that the literature
predominantly uses the constant-flux method, we do not
further explore the constant-temperature method.

III. ANALYTICAL MODEL OF INTERFACIAL
MORPHOLOGY

One approach that offers an enormous freedom to tailor
Kapitza conductance for a given material system is to change
the interfacial morphology. One of the current authors is
involved in recent experiments in this direction by introducing
interfacial roughness through etching to alter the Kapitza
conductance.5 The results indicated that Kapitza conductance
decreases with the roughness-promoting patterned etching
as a potentially useful fabrication technique for reducing
contact resistance. However, it is difficult to conclude from
experiments alone if this decrease in conductance is caused by
the increased roughness or by a change of the oxide layer. To
elucidate the experimental observations, we focus to study the
interfacial morphology effect.

To help connect to the physics when MD results are
presented, we first develop an analytical model. To motivate
the model, a MD simulation of thermal transport through a
rough Al/GaN interface was performed. The simulated sample,
shown in Fig. 3, has a length of nx,Al = 16 and nx,GaN = 30
(L ≈ 268 Å). The “rough” interface is essentially a rectangular
tooth with a depth of δ = 34 Å and a width of λ = 69 Å. The
kinetic energies of atoms were averaged over the 0.11 billion
time steps (i.e., 110 ns duration at a time step size of 1 fs) of
simulations and a bin size of 5 Å. The results were converted to
temperatures and are shown in Fig. 3, where the color scheme
shows the temperature and the ball size distinguishes Al from
GaN. Note that our temperature is averaged over a small
number of atoms within a bin size of 5 Å. As a result, the
statistic temperature variation is usually very large with short
MD simulations (see, e.g., Fig. 14 below). To assist a numerical
understanding of the quality of our data, an integrated (over
the cross-section area) temperature profile is also shown in
Fig. 3. It can be seen that although the temperature color map
appears to have some small perturbation inside the GaN layer
(the vertical band), this oscillation is in fact extremely small
as can be identified from the integrated temperature profile.
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FIG. 3. (Color online) Temperature map of a “rectangle”-shaped
Al/GaN interface. In the figure, L = 16 Al + 30 GaN cells (112 Al +
156 GaN Å), t = 29 Al or 26 GaN cells (144 Å), W = 10 Al or
9 GaN cells (29 Å), δ = 34 Å, λ = 69 Å. Small balls are for Al, big
balls are for GaN.
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The high-quality data reflects the effect of our extremely long
averaging time. Figure 3 indicates an important phenomenon:
while Al and GaN have very different temperatures, the
temperature is extremely uniform inside either the Al or the
GaN regardless of the presence of the tooth. This also means
that the temperature exhibits a constant change at the interface.
The constant-temperature change between Al and GaN is
strong evidence that the heat transfer from Al to GaN occurs
at both the vertical and the horizontal Al/GaN interfaces. The
uniform temperature distribution inside each material also
indicates that the heat is fully dissipated once it transfers across
either the vertical or the horizontal interfaces. This means that
the bottleneck of the heat transfer is at the interface, but not in
the interior of each layer. These insights can lead to a simple
analytical function of Kapitza conductance as a function of
roughness depth δ as derived below.

Assume that the local Kapitza conductance through the
vertical and the horizontal interfaces can be represented
respectively as hx and hy . The rate of heat transfer, Q, through
both vertical and the horizontal interfaces, can be expressed as

Q = hx�T Ax + hy�T Ay = hx�T tW + hy�T (2δ)W, (1)

where Ax = tW and Ay = 2δW are the total area of vertical
and horizontal interfaces, respectively. The apparent Kapitza
conductance h, which is measured in the x direction, can then
be written as

h = Q

tW

1

�T
= hx + 2δ

t
hy. (2)

Equation (2) indicates that the Kapitza conductance linearly
increases with δ. This finding can also be restated as follows:
for defect-free, highly coherent interfaces, Kapitza conduc-
tance increases when the total interfacial area is increased. In
the following, more extensive MD data will be used to test the
validity of this relation.

IV. RESULTS AND ANALYSIS OF AL/GaN INTERFACES

A. Effects of interfacial morphology

1. Rectangular morphology of interfaces

Figure 3 already demonstrates one important phenomenon
of a rectangular interface. Here we further study this interface
morphology. The computational sample is assumed to have
a length of nx,Al = 10, and nx,GaN = 20 (L ≈ 174 Å) along
the x direction as shown in Fig. 4(a). We point out that some
published MD simulations attempted to use longer lengths so
that the results are relatively insensitive to the dimension.21

However, our previous MD simulations have established
that the Kapitza resistance is a linear function of inverse
sample length.28 With an analytical size scaling known, here
we choose to use a short length. This choice does not affect
the trends of the results, but allows us to direct our computer
resources to maximize averaging times, which helps reduce
errors for reliably revealing functional dependence of Kapitza
conductance on interfacial structures. Equally importantly,
the length scale is relevant to practical applications where
each layer of the multilayered devices can be as thin as a few
nanometers.58

The rectangular interfacial morphology can be character-
ized by the depth δ and the lateral width λ of the tooth.
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FIG. 4. (Color online) (a) Computational geometry and
(b) simulated temperature profiles across a rectangle-shaped interface
with both the Al-Ga and Al-N contact configurations. In the figure,
L = 10 Al + 20 GaN cells (70 Al + 104 GaN Å), t = 29 Al or
26 GaN cells (144 Å), W = 10 Al or 9 GaN cells (29 Å), δ = 26 Å,
λ = 69 Å.

In general, a larger δ corresponds to a larger interfacial
area. Here we used δ = 26 Å and λ = 69 Å. A direct-
method MD simulation was performed at a heat flux of
J = 0.0002 eV ps−1 Å−2 in the x direction. The temperature
profile obtained from the simulation is shown as the filled
diamonds and red line in Fig. 4(b). Figure 4(b) indicates five
distinctive temperature regimes: two sharp temperature drops
and three slow-decaying temperature plateaus. Clearly, the
two temperature drops correspond well to the left and the right
vertical Al/GaN interfaces. The slow-decaying temperature
regimes at the left and the right correspond well to the thermal
transport inside the Al at the left and the GaN at the right. The
slow-decaying temperature region in the middle covers a range
of about 25 Å, matching well the depth of the Al tooth. Clearly,
this slow-decaying region can be related to the cross-section
areal average of the temperatures and thermal conductivities
of Al and GaN over the tooth-depth range.

094303-5



ZHOU, JONES, KIMMER, DUDA, AND HOPKINS PHYSICAL REVIEW B 87, 094303 (2013)

One observation in Fig. 4(b) is that the temperature decay
within the Al and GaN layers is extremely small. This is
because the flux used in the simulations is adjusted to induce
an appropriate temperature drop of around 30 K for accurate
determination of interfacial conductance. As the interfacial
resistance dominates the resistivity of the individual layers,
this temperature drop (or flux) would necessarily produce
negligible temperature decay within individual layers. This
also means that the temperature profiles demonstrated in
Fig. 4(b) are not appropriate to accurately calculate the
thermal conductivities of Al and GaN because the near-zero
temperature gradient would occur in the denominator in the
conductivity expression.

As stated above, the Al/GaN structures explored here
generally assume that the Al layer is in contact with the Ga
atomic plane of the GaN layer. As a special case, a similar
study was also conducted using the same system except that
Ga and N atoms are switched so that the Al atoms are in
contact with N atoms. The temperature profile thus obtained is
included in Fig. 4(b) using the unfilled diamonds. Again, five
distinctive temperature regimes can be identified. The overall
temperature drop, however, is reduced, indicating an increase
in Kapitza conductance. Based on the total temperature drop
from the left Al side to the right GaN side shown in Fig. 4,
we find a Kapitza conductance of h = 0.102 GW m−2 K−1 for
the Al-Ga contact case and h = 0.172 GW m−2 K−1 for the
Al-N contact case. A larger conductance for the Al-N contact
can be attributed to a stronger bonding and shorter bond length
between Al and N than between Ga and N.28 Depending on the
vapor-phase chemical potential used in experiments, the GaN
films can be Ga terminated or N terminated prior to the growth
of Al.59 The simulated results indicate that it might be possible
to control surface termination to tune the Kapitza conductance.

To further quantify Kapitza conductance as a function of in-
terfacial depth, simulations were performed at different values
of δ between 0 and 34 Å. The computational systems used for
this study have the same cross section and the same tooth length
λ = 69 Å, but the thermal transport length is increased to
nx,Al = 16 and nx,GaN = 30 (L ≈ 268 Å) to accommodate the
wide variation of tooth depth. A representative case is shown
in Fig. 5(a) (note that the two regions shaded in blue at the
lower and upper horizontal Al/GaN interfaces will be removed
in separate studies of void effects, which will be described in
Sec. IV B). Selected temperature profiles at δ = 0, 10, and
30 Å are shown in Fig. 5(b). Figure 5(b) indicates that when
δ is large, the left and right interfaces are widely separated so
that each of them causes a separate temperature drop. Over the
tooth depth range, the temperature slowly decays, representing
an average thermal conductive behavior of the mixed Al and
GaN region. When δ is small, the left and the right interfaces
essentially overlap so that temperature exhibits only one drop
at the interface as is expected for a flat interface. Figure 5(b)
also indicates that the total temperature drop from Al bulk
to GaN bulk decreases when δ is increased. This indicates
that the Kapitza conductance increases with an increasing
δ, verifying Eq. (2). It is pointed that, although in Fig. 5(b)
increasing δ appears to cause only a temperature reduction at
the hot (Al) side but not a corresponding temperature increase
at the cold (GaN) side, this is a statistical result in the overall
initial system temperature.
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FIG. 5. (Color online) (a) Computational geometry, (b) tempera-
ture profiles, and (c) Kapitza conductance as a function of interfacial
depth.

To more clearly examine the effects of interfacial parameter
δ, values of Kapitza conductance were calculated at various
δ, and the results are shown as the data points in Fig. 5(c).
Figure 5(c) further confirms Eq. (2) that the conductance
continuously increases with increasing interfacial depth. Fur-
thermore, hx represents the Kapitza conductance for a smooth
interface at the interfacial depth δ = 0. Fitting Eq. (2) to the
data shown in Fig. 5(c) yields hx = 0.099 GW m−2 K−1
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FIG. 6. (Color online) Computational geometries of (a) sinoidal, (b) triangular, and (c) rectangular shapes of interfacial morphology, and
(d) the corresponding simulated temperature profiles.

and hy = 0.065 GW m−2 K−1. The results calculated from
Eq. (2) using these parameters are included as a straight line in
Fig. 5(c). It can be seen that agreement between the MD data
and the analytical model is very good. In particular, the line
goes exactly through the MD data at δ = 0. Figure 5 therefore
strongly verifies the analytical model.

The vertical conductance hy is smaller than the horizontal
conductance hx . The observation that the vertical and hori-
zontal conductances are different can be attributed to the size
effects (different transport dimensions in x and y directions)
and the anisotropic nature of the heat transport. In particular, Al
atoms are in direct contact with both Ga and N atoms across the
horizontal interfaces, but are only in direct contact with either
Ga or N atoms across the vertical interface. It is possible to
further test hy and hx in MD simulations using rotated crystal
orientations so that the y axis aligns with the heat flux direction.
This requires that the misfit strain, the heat transport length,
and the cross-section dimension are comparable to the geome-
try used here, which is not trivial and is left for future studies.

2. Comparison of rectangular, sinoidal, and triangular
morphologies of interfaces

Effects of interfacial shape on Kapitza conductance are
also studied. The systems used for this study have a length of

nx,Al = 10 and nx,GaN = 20 (L ≈ 174 Å). Three interfacial
morphologies corresponding to rectangular, sinoidal, and
triangular shapes were used as shown in Figs. 6(a)–6(c). These
interfacial morphologies contain four cyclic periods along
the y direction but are uniform in the z direction. Here
we assume that the wavelength λ and amplitude δ of the
three interfaces are the same, being λ = 36 Å and δ = 10 Å,
respectively. In addition, we assume a special interface where
Al is in contact with N and the next plane of Ga has a large
spacing with the contact N plane as illustrated in Fig. 6(c).
This is contrary to the majority of our simulations where Al
is in contact with Ga and the next N plane has a short spacing
with the contact Ga plane.

Thermal transport simulations were conducted for the three
interfaces at a heat flux of J = 0.0002 eV ps−1 Å−2. The tem-
perature profiles were calculated for the three interfaces, and
the results are shown in Fig. 6(d). It can be seen that all three
interfaces exhibit similar temperature profiles; namely, a slow-
decaying temperature within the Al and the GaN bulk, and a
significant temperature drop over the 10 Å interfacial depth
(δ) region. Interestingly, the overall temperature drop is least
significant for the rectangular interface but most significant for
the triangular interface. The Kapitza conductance values were
calculated to be 0.157, 0.176, and 0.196 GW m−2 K−1 for
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the triangular, sinoidal, and rectangular interface, respectively.
Obviously, the triangular interface has the least interfacial
area and the rectangular interface has the largest interfacial
area. The results that the rectangular interface has the highest
Kapitza conductance and the triangular interface has the lowest
Kapitza conductance are consistent with the analytical model
developed in Sec. III that Kapitza conductance increases when
the total interface area increases. However, care should be
taken in explaining the results because, as discovered above,
Kapitza conductance depends on if Al is in contact with Ga
or N, and the contact atoms may change at the triangular and
sinoidal interfaces.

3. Interfacial wavelength

To further test the analytical model developed in Sec. III, we
study the effects of interfacial wavelength of the rectangular
interface shown in Fig. 6(c). Starting with the same dimensions
of the system as shown in Fig. 6(c), five samples with zero, one,
two, three, and four periods of the rectangle teeth are uniformly
created along the y direction. Thermal transport simulations
were conducted at a flux of J = 0.0002 eV ps−1 Å−2. The
values of Kapitza conductance were calculated. The results
are shown in Fig. 7. It can be seen that Kapitza conductance
nearly linearly increases as the number of period n increases
from 0 to 3, and the line shown in Fig. 7 is again calculated
from the analytical model described in Sec. III. In particular,
the line is seen to go almost perfectly through the data point
at n = 0, verifying that the conductance equals hx for flat
interfaces. Furthermore, a fit of the linear relationship shown
in Fig. 7 results in a horizontal conductance values of hx ≈
0.17 GW m−2 K−1, and a vertical conductance value of hy ≈
0.07 GW m−2 K−1. These are in very good agreement with
hx ≈ 0.172 GW m−2 K−1 (for the Al-N contact case) discussed
in Fig. 4(b), and hy ≈ 0.065 GW m−2 K−1 determined from
Fig. 5(c) for the conductance vs roughness depth δ series.
These observations further verify the analytical model that
the increased conductance due to roughness is caused by the
additional heat flow in the vertical direction.
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FIG. 7. (Color online) Kapitza conductance as a function of
number of periods of the rectangular interfaces. Number of periods
relates to roughness wavelength λ defined in Figs. 3 and 4.

It is seen from Fig. 7 that when the number of period
increases to 4, the linear relation starts to break down. Obvi-
ously, the linear increase of the overall interfacial conductance
with overall interfacial area requires that the local interfacial
conductance (contribution from local interfacial area) remains
constant. This is likely to be violated because when the
neighboring teeth become too close, the phonon scattering
at the neighboring interfaces interact severely. While these
again verify the analytical model, they show that Kapitza
conductance only linearly increases with the total interfacial
area when the local interfacial features do not interact and the
limit to this trend is only achieved at the nanoscale.

4. Verification with Lennard-Jones system

In order to further generalize our results, we have studied
the effect of rectangular morphologies at a mass-mismatched
A/B Lennard-Jones-type interfaces using a similar approach
described previously.32,60 The computational cells contain
8 × 8 × 80 conventional unit cells (5.25 Å/cell) of a fcc
crystal with 20 480 atoms. One half of the atoms are A type
and the other half are B type, separated by an interface at
the midpoint of the computational cell in the x direction. A-
and B-type atoms are distinguished only by their masses (40
and 120 amu, respectively). All interactions are described by
the 6-12 LJ potential, ELJ(r) = 4ε[(σ/r)12 − (σ/r)6], where
r is the interatomic separation, and σ and ε are the LJ
length and energy parameters, respectively. Ar parameters
of σ = 3.37 Å and ε = 0.0103 eV61 are used for A-A and
B-B interactions. For the A-B cross interaction, the same
length parameter is used but the energy parameter is set to
0.5ε and 1.0ε, respectively for simulating both weakly and
strongly bonded interfaces. The cutoff distance is always
set to rc = 2.5σ . Conductances were calculated at 10 K. A
particularly low temperature was chosen for study because we
found that at temperatures above 50 K, the overall thermal
resistance of the materials becomes greater than the interfacial
resistance, thereby substantially decreasing the sensitivity to
Kapitza conductance and leading to much larger statistical
and systematic errors. Note also that while 10 K might be a
low absolute temperature, it is not very low with respect to
the melting temperature (approximately 12% of the melting
temperature of the LJ solids). As a result, the heat transport
is not dominantly ballistic, as demonstrated using heat flux
correlations by Kaburaki et al.62

For flat interfaces, Kapitza conductance values of h =
0.038 GW m−2 K−1 and 0.053 GW m−2 K−1 were obtained for
the weakly and the strongly bonded interfaces, respectively. In
this particular case, the strongly bonded interface has a higher
Kapitza conductance although this trend was found to saturate
in a previous study.33 Simulations were performed for the
weakly bonded interfaces with the rectangular morphology at
different rectangular depths δ and a fixed rectangular width
of λ = 4 unit cells and a fixed number of rectangular periods
of n = 1, or at different number of periods n and a fixed
width of λ = 4 unit cells and a fixed depth of δ = 8 unit
cells. The calculated Kapitza conductance as a function of
depth δ and number of periods n are shown respectively
in Figs. 8(a) and 8(b). Figure 8(a) indicates a nearly linear
increase in Kapitza conductance with increasing interfacial
depth, δ. Similarly, Fig. 8(b) also shows a nearly linear
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increase in Kapitza conductance with increasing number
of periods until the number of periods reaches four where
the linear relationship breaks down because the neighboring
rectangles start to interact. These results are consistent with
the observations made in the Al/GaN system and once again
demonstrate that conductance increases with an increase in
total interface area.

B. Effects of interfacial voids, flux direction, and
interatomic potential

Experiments performed on an Al/Si system by Hopkins
et al.5 indicate that Kapitza conductance decreases when an
etching process is used to modify the Si surface prior to
Al deposition. The etching processes increase the interfacial
roughness, which is accompanied by an increase in interfacial
area. The simulated results discussed above would indicate
an increase in Kapitza conductance. Note, however, that the
etching process may alter the interfacial chemistry. It can also
create defects, especially voids near the interfaces. While it
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FIG. 9. (Color online) Effects of interfacial voids, heat flux
directions, and interatomic potentials (metal elastic constants) on
Kapitza conductance as a function of interfacial depth.

is difficult to separate multiple factors in experiments and
inappropriate to compare directly the experimental Kapitza
conductance vs interfacial roughness data with the simulated
results, MD simulations can be easily used to explore the
effects of voids. As a simple example, interfacial voids at
the horizontal Al/GaN interfaces are created by removing
∼3-Å-thick Al atoms in the blue-shaded regions in Fig. 5(a).
Voids at the horizontal interfaces were studied because (1)
they effectively test the analytical model on the role of the
horizontal interfaces, and (2) due to a shadowing effect, voids
are most likely to form at the growth surfaces that are oblique
to the deposition flux,63,64 which is likely to be the case
for the horizontal GaN surface when Al is deposited on the
roughened GaN. The same set of simulations as those explored
in Fig. 5(c) were repeated. Results of the Kapitza conductance
are shown in Fig. 9 using the filled diamonds and the blue
solid line, where the void-free data shown in Fig. 5(c) are
reproduced using the unfilled diamonds and the red solid line.
Both red and blue lines are calculated using the analytical
function, Eq. (2). It can be seen that all lines going through
precisely the points at δ = 0, matching well the analytical
model. Furthermore, the MD data with the voids are insensitive
to the interfacial depth δ. This is because the voids effectively
eliminate the heat transfer through the horizontal interfaces so
that the total effective interfacial area is all from the vertical
interfaces which is not changed by δ. This again matches well
the analytical model. These observations suggest that care
should be taken in trying to improve Kapitza conductance
using interface roughening because experimental roughening
techniques, such as etching, often cause other defects such as
voids and reductions of coherence at interfaces. In such cases,
the increase in the conductance due to an increase in interfacial
area may be overwhelmed by the increased scattering due to
increased interfacial defects.

The simulations presented in the paper generally assume
that the heat flux flows from Al to GaN, i.e., the hot region
is at the Al end and the cold region is at the GaN end. As a
special case, effects of reversing the heat flux is also studied at
various interfacial depths using the same system dimensions
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and the same magnitude heat flux. The calculated Kapitza
conductance values are shown in Fig. 9 using the unfilled
circles and the red dashed line calculated from Eq. (2). It can
be seen again that the Kapitza conductance increases with an
increasing interfacial depth and the MD data are well captured
by the analytical expression. The data derived from the two flux
directions, however, differ by almost a constant over the entire
interfacial depth range. This is not surprising because the two
materials are not symmetric and the flux directions represent
distinguishing conditions. However, care should be taken to
conclude that the flux direction affects Kapitza conductance in
the experimental conditions considering that the magnitude of
flux (which relates to temperature gradient) used in simulations
is orders of magnitude higher than those in experiments. This
is because intuitively, the effects of heat flux direction, if any,
should decrease with the magnitude of the flux because a flux
would lose its directionality in the limit of a zero flux. This
issue will be further addressed below.

Our studies generally use the SW potential. As a special
case, the ESW potential was also used to calculate Kapitza
conductance as a function of interfacial depth δ under the
same other conditions, and the results are included in Fig. 9
using the symbol “ + ” and the blue dashed line defined by
Eq. (2). It can be seen that the trends of Kapitza conductance vs
interfacial depth predicted by the ESW potential are the same
as those predicted by the SW potential. The analytical function,
Eq. (2), again captures well the MD data with the function
going through precisely the MD data point at δ = 0. The ESW
data, however, are larger than the SW data by almost a constant
over the entire depth range explored in Fig. 9. As can be seen
from Eq. (2), this indicates that the difference between the
ESW and SW models come from the horizontal conductance
hx , but not the vertical conductance hy . Note that the main
difference between the two potentials is that the SW potential
predicts higher Al elastic constants than the ESW potentials;
see Appendix C. Exactly how material properties affect the
interfacial conductance, however, requires dedicated studies.
This will be explored extensively in another presentation. The
fact that the general trends are independent of the potentials

provides strong verification of the robustness of our analytical
model.

C. Local density of states

Using methods to extract the local phonon density of
states (DOS) similar to those employed previously,32 we
examined the transition of the DOS for atomic layers near
the Al-GaN interface. The local DOS was obtained by taking
a time sequence of velocity samples over a region transversing
the Al-GaN interface (e.g., the two brown shaded regions
in Fig. 3), segregating these samples into atomic layers
and averaging over time (9 × 219 steps). Figure 10 shows
the transition from Al (layers with indices less than 0)
acoustic signature to the GaN (layers with indices greater
than zero) acoustic or optical signatures. The velocities for
only one sample region for the flat interface are used for
Fig. 10, since the corresponding DOS for the two sample
regions of the toothed configuration shown in Fig 3 are
similar.

Figures 10(a) and 10(b) indicate that for frequencies below
about 6 THz, the DOS for each layer are essentially identical.
In addition, the DOS for the Al and GaN layers nearest the
interface are very close. It is noted that states in the optical
range of the GaN persist approximately five layers into the Al
side and, likewise, the full transition to Al acoustic signature
is gradual. As Fig. 10(b) shows, the transition is not entirely
smooth and is abrupt especially for the modes in the high
acoustic range of Al. The transition length appears to be much
larger than either the range of the potentials, which is at most
4.2 Å, or the tooth depth (since the transition for samples in
Fig. 3 are essentially the same as in the flat interface shown).
Also, it is apparent that modes in the optical range of GaN
can be enhanced near the interface before relaxing to the bulk
DOS and states can appear in the GaN band gap (approximately
12–20 THz) and above the bulk Al cutoff (at about 20 THz).
The fact that this effect is qualitatively independent of the
presence of a corrugated interface gives support to the finding
that the interface conductances at this scale are properties that
scale with true surface area.
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As already mentioned, the GaN has its c axis and the Al has
a (111) direction normal to the interface. However, the Al and
the GaN layers are strained along the interface to accommodate
lattice mismatch. Although the strain is small, it makes the Al
triclinic which gives a basis for interpreting the modes in the
optical range of GaN on the Al as acoustic branches that are
folded back over in the smaller Brillouin zone resulting from
using a bigger unit cell. Apparently, this effect is not the cause
of the states in the GaN optical range on the Al side since
these states subside far from the interface. Also, it is apparent
from Fig. 10 that the two materials have similar populations of
low-frequency modes. Lastly, the distinct increase in the DOS
in the frequency bands 6–12 THz and 12–20 THz for layers
in the range of 20 to 30 Å into the Al side may be due to the
presence of localized, anharmonic modes.

D. Wave-packet analysis

To supplement the conductivities measured using the direct
method with frequency-dependent information, the multiple
wave-packet method65 is used to measure the effects of
interfacial shape on the transmission of normally incident
acoustic phonons. As above, the systems have a cross section
of ny,Al = 29 and nz,Al = 10, or ny,GaN = 26 and nz,GaN =
9 (t × W ≈ 144 × 29 Å2). However, the Al and the GaN
regions of the bicrystal are extended along the x direction
to accommodate the large spatial extent (∼250 cubic layers in
Al) of each wave packet. In the long-x direction, the Al side
is extended to contain 500 simple cubic layers while the GaN
side is extended to contain 500 wurtzite [0001] layers. The
MD initial conditions are calculated from a superposition of
normally incident modes having wave vector (kx00) with kx

varying. Wave packets comprised of modes from the single
longitudinal acoustic (LA) branch and the two degenerate
transverse acoustic (TA) branches are used in this work. The
degenerate TA branches are sampled by creating wave packets
with polarization vectors along the y direction (Al [1̄1̄2]) and
a second set of wave packets polarized along z (Al [22̄0]).
They all propagate along the positive x direction, reaching
the interface to be either transmitted to the GaN side or
reflected back to the Al side. By calculating time-dependent
normal-mode amplitudes at particular simulation times, the
phonon transmission coefficient τ is obtained. We define τ as
the ratio of the energy transmitted through the interface in a
given range of frequency to the energy incident on the interface
in the same frequency range.

The transmission coefficient for the Al [111] acoustic
branches for planar interface and the rectangular morphology
are compared in Fig. 11. The transmission coefficients for
longitudinal wave packets are essentially identical for both
interfaces with only very slightly reduced transmission from
the rectangular interface. For these wave packets, which are
comprised of only modes polarized along the normal direction,
the scattering is to a large extent insensitive to structure in the
interface along this normal direction agreeing to within 3% for
all frequencies. This information suggests that the increased
conductance of the corrugated interface is not due to increased
transmission of the LA modes.

For the TA modes, a more pronounced difference is seen
between the two interfaces. The rectangular interface shows
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FIG. 11. (Color online) Transmission coefficient as a function of
incident wave-packet frequency for the planar (red) and rectangular
(black) morphologies. The lines serve to guide the eyes; they are not
meant to imply any structure in the curves.

higher transmission for both the lowest and highest frequencies
irrespective of the polarization of the wave packets. The
transmission across each interface appears insensitive to the
polarization at the highest frequencies although this trend is
not observed for the lowest-frequency wave packet. The planar
interface has the larger reflection (smaller transmission) for
both TA polarizations. In each of these cases, the wave packet
is reflected directly back with ky = 0 and kx → −kx upon
scattering at the interface. For the rectangular interface, a more
complicated interaction is seen. Both TA polarizations for the
rectangular interface reflect back into multiple modes. Each
polarization reflects directly back as with the planar interface
in addition to scattering into branches with nonzero ky =
±0.0437. Although the outgoing modes for each polarization
are identical, the outgoing amplitudes are not. The TA y packet
scatters predominantly directly back (ky = 0) with two smaller
outgoing wave packets with nonzero ky . The TA z packet
scatters predominantly into the mode with ky = −0.0437. The
increased transmission of the TA y packet relative to the TA
z packet is perhaps not surprising since the displacements
along y are normal to portions of the rectangular interface
while displacements along the z direction are always in
plane.

The differences in scattering for the TA branches indicate
that the rectangular interface enhances phonon transmission
for modes that are not polarized exclusively along the long
direction of the system. Enhanced transmission across an
interface implies a larger Kapitza conductance,66 supporting
the direct-method MD results that the rectangular interface has
a higher conductance than the planar one.

V. DISCUSSION

A. Effects of interfacial disorder

In practical devices, the interfaces do not always maintain
atomically sharp configurations as studied in the above.
Two interfacial conductance simulations, one using a sharp
interface, the other using a diffused interface, were therefore
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performed to explore the difference. The computational system
has a cross-section dimension of ny,Al × nz,Al = 29 × 10
or ny,GaN × nz,GaN = 26 × 9 (t × W ≈ 144 × 29 Å2), and a
length of (nx,Al,nx,GaN) = (14,28) (≈244 Å). To create a
diffused interface, positions of some Ga, N, and Al atoms near
the interface are exchanged. The resulting diffused interface
is shown in Fig. 12. Using an averaging time of 110 ns
and a flux of J = 0.000 12 eV ps−1 Å−2, the temperature
profiles obtained from the sharp and diffused interfaces are
shown in Fig. 13 with open circles and filled diamonds,
respectively. The Kapitza conductance h calculated from the
temperature profiles are also indicated. It can be seen from
Fig. 13 that the interfacial disorder causes a reduction of
the temperature drop at the interface, and as a result, the
Kapitza conductance increases from 0.084 GW m−2 K−1 for
the sharp interface to 0.135 GW m−2 K−1 for the diffused
interface. Similar enhancement of Kapitza conductance has
been observed in previous MD simulations, which is attributed
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to a phonon bridging effect.67,68 In this case, an intermediate
layer forms at the interface where phonon properties (modes)
of both Al and GaN are mixed, resulting in some average
phonon dispersion that promotes thermal transport. This
differs from the macroscopic concept that variable surface
geometry increases “actual” area.

B. Mechanisms of conductance enhancement

The analytical model discussed in Sec. III and the subse-
quent data from molecular dynamics indicate that increasing
the total interface area yields higher Kapitza conductances
in both the Al/GaN and Lennard-Jones material systems.
However, it may come as a surprise that such a “macroscopic”
principle holds at the nanoscale. In addition, Figs. 12 and 13
indicate that a diffused interface can cause an increase in
conductance without changing the total interface area. To
consolidate these complicated phenomena, we once again turn
to the Lennard-Jones system. By averaging the kinetic energy
of each atom from a periodic sampling of data taken over
6 million time steps, atom-by-atom temperature profiles at
weakly (εAB = 0.5ε) and strongly (εAB = ε) bonded LJ inter-
faces were obtained for two different rectangular morphologies
(λ = 2 and 4 unit cells respectively with a fixed δ = 4). The
results are shown in Fig. 14.

Examinations of the uniformity of the temperature profiles
on either side of the interface in each of the separate
profiles gives an insight on two possible mechanisms for
conductance enhancement. In the cases of wider teeth or
weakly bonded interfaces (lower-left frame in Fig. 14), the
temperature distributions on each side of the interface are
more uniform and the temperature drop across the interface
is large on both the vertical and horizontal interfaces. This
result once again supports the discussion above that any
observed increase in conductance can be attributed to an
increase in total interface area. However, in the case of strongly
bonded interfaces with narrower teeth (upper right in Fig. 14),
the temperature profiles are less uniform on either side of
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Lennard-Jones type interfaces for (left) weakly and (right) strongly
bonded interfaces with two different rectangular morphologies.
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the interface and the temperature drop at the vertical and
horizontal interfaces becomes less apparent. This suggests
that for strongly bonded interfaces with small interfacial
features, the observed enhancement can be attributed to a
“phonon-bridge” effect rather than an increase in total interface
area.67–69 That is, by nanostructuring the interface, a spatially
graded region exists where the vibrational properties overlap
those of both materials A and B.

C. Effects of heat flux direction

As discovered above, Fig. 9 appears to show different
values of Kapitza conductance for the two opposite flux
directions at the simulated magnitude of flux. This phe-
nomenon warrantees further studies as the magnitude of
heat flux used in experiments is significantly smaller. Here
we perform two series of simulations with opposite flux
directions at different magnitudes of flux of |J| = 0.000 05,
0.000 10, and 0.000 15 eV ps−1 Å−2. The system sizes used
are the same as those in Fig. 5(a); namely, the cross-section
dimensions have ny,Al = 29 and nz,Al = 10 or ny,GaN = 26 and
nz,GaN = 9 (t × W ≈ 144 × 29 Å2), and the length dimension
has nx,Al = 16 and nx,GaN = 30 (L ≈ 268 Å). A flat interface
with δ = 0 is assumed. A Kapitza conductance was calculated
for each simulation and the results are shown in Fig. 15
using unfilled diamonds and unfilled circles to represent
respectively the Al→GaN and the GaN→Al flux directions.
Figure 15 clearly indicates that the opposite heat fluxes
produce different values of Kapitza conductance at a large
magnitude of flux, corroborating the results shown in Fig. 9.
However, this difference monotonically reduces when the
magnitude of the flux is reduced. Figure 15 also appears to
indicate that the values of Kapitza conductance for the two
flux directions will converge to the same value in the limit
of |J| → 0. All these observations can be expected from the
physical intuition. It is reasonable that at the experimental heat
fluxes which are significantly smaller in magnitude than the
simulated fluxes, the effect of flux direction is negligible and
the same Kapitza conductance should be measured in both flux
directions.
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FIG. 15. Kapitza conductance as a function of magnitude of flux
in two opposite flux directions.

Pursuing small magnitudes of fluxes in simulations is not
feasible as it will rapidly increase the statistical and systematic
errors. For particular systems such as an Al/GaN interface,
Fig. 15 indicates that the values of Kapitza conductance
obtained from the opposite flux directions deviate from the
|J| → 0 value in opposite directions. As a result, one effective
method to reduce the effect of finite flux magnitude is to
perform calculations in both flux directions and then take the
average conductance of the two calculations. It remains to be
seen if this holds for other interfacial systems.

VI. CONCLUSIONS

A relatively thorough molecular dynamics study of effects
of interfacial morphology on thermal boundary conductance
has been performed. Highly accurate results are achieved
using extremely large direct-method MD simulations, and
general conclusions are ensured using three different types
of interatomic potentials. We found that for weakly bonded
ideal interfaces with large roughness wavelength (can be in
the nanometer range), the interface boundary conductance is
proportional to the total interfacial area and hence increases
with interfacial roughness. This phenomenon is corroborated
using a variety of conditions including different interfacial
roughness depth, wavelength, shape, presence of voids, and
interatomic potential. On the other hand, we found that for
strongly bonded interfaces and narrower roughness wave-
length, this linear relationship with the interfacial area breaks
down. However, such narrower roughness wavelength may
cause diffused interface, activating a “phonon-bridge” effect
that also increases thermal boundary conductance. Wave-
packet analysis indicates that the observed increase in thermal
boundary conductance in the rectangular interface mainly
comes from the transverse acoustic modes.
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TABLE I. SW potential parameters.

Parameter GaGa NN AlAl GaN GaAl NAl

ε (eV) 1.2000 1.2000 0.5650 2.1700 0.5223 1.4400
σ (Å) 2.1000 1.3000 2.6674 1.6950 2.7322 1.6414
a 1.60 1.80 1.55 1.80 1.55 1.80
λ 32.5 32.5 0.0 32.5 0.0 32.5
γ 1.2 1.2 1.2 1.2 1.2 1.2
A 7.9170 7.9170 17.8118 7.9170 17.8118 7.9155
B 0.72 0.72 0.72 0.72 0.72 0.72
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TABLE II. Cross interaction parameters of the ESW potential.

IJ r0,IJ Eb,IJ αIJ rc,IJ

GaAl 2.933 −0.520 1.979 5.260
NAl 1.892 −1.440 2.085 4.101

APPENDIX A: Al-Ga-N STILLINGER-WEBER (SW)
POTENTIAL

According to the SW potential,38 the total system energy is
expressed as

E = 1

2

N∑
i=1

iN∑
j=i1

[
φIJ (rij ) + uIJ (rij )

×
iN∑

k=i1,k �=j

uIK (rik)

(
cos θjik + 1

3

)2 ]
, (A1)

where i1, i2, . . . ,iN is a list of neighbors to atom i, θjik is the
bond angle formed by atoms j and k at the site of atom i,
φIJ (rij ) and uIJ (rij ) are two pair functions of atomic spacing
rij with subscripts ij and IJ indicating respectively the pair
of atoms and the species of the pair of atoms. Here φIJ (rij )
and uIJ (rij ) are expressed as

φIJ (r) = AIJ εIJ

[
BIJ

(
σIJ

r

)4

− 1

]
exp

(
σIJ

r − aIJ σIJ

)
,

(A2)
and

uIJ (r) =
√

λIJ εIJ exp

(
γIJ σIJ

r − aIJ σIJ

)
, (A3)

where ε, σ , a, λ, γ , A, and B are pair-dependent parameters.
Our previous molecular dynamics simulations on thermal

transport in GaN51,55,56 have applied the GaN Stillinger-Weber
(SW) potential38 parameterized by Béré and Serra.70,71 To
generate a consistent set of data, the same GaN potential is
used in the present study to model the semiconductor layer.
With the GaN SW potential known, we need to determine

seven parameters σIJ , εIJ , aIJ , λIJ , γIJ , AIJ , BIJ for each
of the remaining three pairs IJ = AlAl, GaN, and NAl in the
Al-Ga-N system. Note that for any elemental systems, the SW
potential has a special feature that the lattice constant scales
with the parameter σ and the cohesive energy scales with the
parameter ε. If only σ and ε are changed, the order of cohesive
energies of different phases remains unchanged because these
cohesive energies all scale with ε. This means that σ and ε can
be easily rescaled to match the lattice constant and the cohesive
energy of different materials without reparametrization. For
instance, our calculations indicated that for the GaN SW
potential,70,71 the lowest-energy Ga crystal is fcc with a lattice
constant of 3.729 Å and a cohesive energy of −1.437 eV/atom.
Experimentally, the lowest-energy Al phase is also fcc but with
a different lattice constant of 4.050 Å and a different cohesive
energy of −3.390 eV/atom.72 We can therefore simply scales
the parameters σGaGa and εGaGa by factors of 4.050/3.729 and
3.390/1.437 to get the parameters σAlAl and εAlAl. This ensures
that the fcc crystal remains to be the lowest-energy phase for Al
with precise experimental lattice constant and cohesive energy.
A similar approach can be used for materials with other crystal
structures. For example, Si has a dc crystal structure and Si
SW potential has been well developed.38 One can create a SW
potential for any dc material with arbitrary lattice constant
and cohesive energy by simply rescaling the Si SW potential
parameters.38 This is also applicable to the parameters between
dissimilar species in a binary compound. In this work, however,
we have refit the parameters.

According to the literature convention for SW potentials
and the GaN potential by Béré and Serra,70,71 we set universal
parameters γIJ = 1.2 and BIJ = 0.72 (IJ = AlAl, GaN, NAl).
A universal value of λNAl = 32.5 is also used for the NAl pair.
However, we set λAlAl = λGaAl = 0 for the AlAl and GaAl
pairs so that these two pair interactions are angular independent
[see Eqs. (A1) and (A3)], which is sufficient to describe the fcc
Al and GaAl crystals. We selected the parameter aIJ (IJ =
AlAl, GaN, NAl) intuitively based on the corresponding values
for the GaN system (a is related to the cutoff distance of the
potential and is usually also chosen rather than fit in literature

TABLE III. Cohesive energies Ec (eV/atom) of different phases. dc: diamond-cubic, sc: simple-cubic, bcc: body-centered-cubic, fcc:
face-centered-cubic, zb: zinc-blende, wz: wurtzite.

Cal. Expt.

Elemental systems

System Potential Dimer dc sc bcc fcc Phase Ec

Al SW −0.28 −1.13 −1.70 −3.33 −3.39 fcc −3.39a

Al ESW −0.92 −2.47 −2.96 −3.25 −3.36 fcc −3.39a

Ga SW, ESW −0.33 −1.31 −1.33 −1.42 −1.44 α −2.81b

N SW, ESW −0.60 −2.40 −2.03 −1.96 −1.90 N2 −4.96b

Compound systems
System Potential Dimer zb wz CsCl NaCl Phase Ec

GaN SW, ESW −1.09 −4.34 −4.34 −3.21 −3.67 wz −4.53c

AlN SW −0.72 −4.43 −4.43 −2.91 −4.05 wz −5.76d

aFrom Reference 72.
bFrom Reference 75.
cFrom References 76 and 77.
dFrom References 78.
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TABLE IV. Lattice constants a and c (Å) of the lowest-energy phases.

Al (fcc) Ga (fcc) N (dc) GaN (wz) AlN (wz)

SW ESW Expt.a SW, ESW SW, ESW SW, ESW Expt.b SW Expt.c

a 4.05 4.05 4.05 3.73 3.46 3.19 3.19 2.97 3.11
c 5.20 5.19 4.85 4.98

aFrom Reference 72.
bFrom References 76 and 77.
cFrom References 79 and 80.

SW potentials). We then fit the remaining parameters to the
experimental lattice constants and cohesive energies of the fcc
Al, wz AlN, and fcc AlGa phases under the constraints that
the equilibrium fcc Al and wz AlN phases have the lowest
energy compared with their other structures. The results of
the parametrization, along with the GaN parameters,70,71 are
summarized in Table I.

APPENDIX B: Al-Ga-N HYBRID EAM + SW (ESW)
POTENTIAL

For the hybrid EAM + SW (ESW) Al-Ga-N model, we
use a well established EAM Al potential73 to describe Al-Al
interactions, the literature SW Ga-N potential70,71 to describe
the Ga-Ga, N-N, and Ga-N interactions, and a Morse potential
to describe the Al-Ga and Al-N cross interactions. Only
the Morse potential for the cross interactions needs to be
developed. The Morse potential is expressed as

EIJ (rij ) = −Eb,IJ {exp[−2α(rij − r0,IJ )]

− 2 exp[−α(rij − r0,IJ )]}, (B1)

where Eb and r0 are bond energy and bond length, respectively,
and α is a parameter. To fully define the Al-N and Al-Ga
Morse potentials, we will need to determine eight parameters
r0,AlGa, Eb,AlGa, r0,AlN, Eb,AlN, αAlGa, αAlN, and cutoff distances
rc,AlGa and rc,AlN. To produce similar cross interactions to those
of the Al-Ga-N ternary SW potential, we fit r0,AlGa, Eb,AlGa,
αAlGa, r0,AlN, Eb,AlN, and αAlN by matching Eq. (B1) to the
corresponding pair interaction of the ternary SW potential
so that at the equilibrium bond length (at which the pair
energy is at minimum), both potentials give the same pair

energy and the same second derivative of the pair energy.
For a smooth cutoff of the potential that was found to be
especially important for thermal transport studies,74 it is
required that the potential function exp[−αIJ (r − r0,IJ )] drops
to a small value (say δ = 0.01) at the cutoff distance r = rc.
We can then find the cutoff distances using the equation
rc,IJ = −ln(δ)/αIJ + r0,IJ . The cross interaction parameters
of the ESW potential thus determined are listed in Table II.

APPENDIX C: CHARACTERISTICS OF SW AND ESW
POTENTIALS

To demonstrate the difference between the SW and the
ESW Al-Ga-N potentials, properties of a variety of Al, Ga, N,
GaN, AlN, and GaAl phases were calculated. Some selected
results are summarized in Tables III–V for cohesive energies,
lattice constants, and elastic constants respectively along with
the corresponding available experimental data. Note that for
material systems that do not involve Al, the SW and the hybrid
ESW potentials are equivalent.

With the notion that SW potentials always give the same
cohesive energies for the wz and the dc structures, Table III
indicates that both SW and ESW potentials predict the fcc Al
and wz GaN to have the lowest energy, in agreement with the
equilibrium crystal structures observed in experiments. The
SW potential also correctly predicts the observed wz structure
of the AlN compound to have the lowest energy.72,76–78 As
expected, the ESW potential does not predict a stable wz
AlN structure because the Al-N interaction is represented
by an angular-independent Morse potential. Hence, no AlN
properties of the ESW model are included in Tables III–V.

TABLE V. Single crystal elastic constants Cij (eV/Å3) of the lowest-energy phases.

Al (fcc) Ga (fcc)a N (dc)b GaN (wz) AlN (wz)

Cij SW ESW Expt.c SW, ESW SW, ESW SW, ESW Expt.d SW Expt.e

C11 2.29 0.71 0.67 3.31 2.48 2.87 2.44 4.82 2.57
C12 1.15 0.39 0.38 3.20 1.17 0.64 0.89 1.27 0.93
C13 1.15 0.39 0.38 3.20 1.17 0.35 0.68 0.86 0.62
C33 2.29 0.71 0.67 3.31 2.48 3.16 2.49 5.23 2.43
C44 1.15 0.20 0.18 0.64 1.75 0.82 0.64 1.36 0.78

aNo experimental elastic constants are available for fcc Ga as this is a fictitious phase. The bulk modulus of α-Ga is around81,82 0.37 eV/Å3.
bNo experimental elastic constants are available for dc N as this is a fictitious phase. The bulk modulus of dc N calculated from density
functional theory is83 1.37 eV/Å3.
cFrom Reference 84.
dFrom Reference 85.
eFrom Reference 86.
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The room-temperature, experimentally observed equilibrium
phases for N and Ga are N2 vapor and α-Ga.75 These
commonly observed equilibrium phases are not captured by
either the SW70,71 potential or the ESW potential that inherits
the Ga and N properties from the SW potential (e.g., the
predicted −0.60 eV energy of the N2 is significantly higher
than the predicted −2.40 eV energy of the dc structure of N).
The inaccuracy in the AlN, N, and Ga phases is not particularly
important for our systems where no local AlN, N and Ga
regions are present.

Table IV shows that both SW and ESW potential predict
well the experimental lattice constants of the equilibrium
phases fcc Al and wz GaN. The SW potential also pre-

dicts reasonably well the experimental lattice constants of
the equilibrium AlN phase, which is not stable in ESW
calculations. Finally, Table V indicates that SW and ESW
potentials predict reasonably good elastic constants for the
equilibrium GaN crystal. For Al, the ESW potential predicts
excellent elastic constants, whereas the SW potential sig-
nificantly over-estimates the elastic constants. Note that the
overestimation of the elastic constants by the SW potential
is inevitable due to the short cutoff distance required by
the SW potential. On the other hand, a variation of the
elastic constants between the SW and the ESW potentials
provides an additional means to examine the effects of elastic
constants.
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