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Measurement of the effect of lattice strain on magnetic interactions and orbital splitting
in CaCuO2 using resonant inelastic x-ray scattering
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The energy of magnetic and orbital excitations of copper-oxide systems have been assessed in bulk materials,
but little is known about how they change in thin films or heterostructures. Although in these samples the epitaxial
strain is known to alter important physical properties, such as Tc, the actual relation to fundamental excitations
remains to be established. Here we determine how the magnetic interactions and orbital splitting scale with
lattice constant under strain in the prototypical insulating cuprate CaCuO2 . We extract the scaling power laws
both experimentally, using Cu L3 resonant inelastic x-ray scattering, and theoretically, with ab initio quantum
chemical calculations. This combined approach quantifies the large impact of small lattice variations on the
magnetic and orbital energy scales and opens the way to the production of strain-engineered samples.
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I. INTRODUCTION

Given the importance of high-Tc superconductivity the
fundamental energy scales of bulk copper-oxide materials
have been studied in depth for the last 25 years, and they
are known in detail.1 The recent progress in epitaxial growth
and its integration with superconducting materials calls now
for the extension of these studies to very thin films and
heterostructures. One ineludible factor there is the strain
induced on samples grown on any suitable substrate. Looking
at other important 3d transition metal systems it is already
known that strain affects various physical properties such as
ferroelectricity in SrTiO3,2 phase transitions in BiFeO3,3 and
d-orbital response in LaNiO3.4 In superconducting cuprates
the critical temperature Tc typically increases upon in-plane
lattice compression and decreases under tensile strain.5

In this paper we clarify the basic connection between the
change of lattice parameter due to strain and the energy scales
of the magnetic and orbital excitations. Although they both
depend on the covalency of Cu-O bonds, the latter depends on
the ionic crystal field as well. The relation on the interatomic
distances is thus expected to be significantly different, and
a joint study on the very same sample can provide reliable
insight valid for the whole class of layered cuprates. We
have chosen CaCuO2 (hereafter called CCO)6 and combined
resonant inelastic x-ray scattering (RIXS)7,8 with theoretical
quantum chemistry calculations.9,10 In particular we show that
the lattice parameter (a) dependence is expressed by the power
law a−8.2 for magnetic excitations and a−4.1 to a−3.95 for orbital
energies, depending on the considered orbital.

The choice of CCO is due to the simplicity of its “infinite
layer” structure. In fact CCO is an antiferromagnetic insulator
with a simple stacking of CuO2 planes6 without apical oxygens
[see Fig. 1(a)], which makes it a convenient model system.11,12

We take advantage of the possibility to control the strain by
growing epitaxially a thin film on a suitable substrate with

a lattice mismatch (see also the Appendix). The control is
obtained by choosing the thickness of the film, as shown
pictorially for the case of tensile strain in the cartoon of
Fig. 1(b). Going far from the interface, where the CCO
sample is expanded, the system relaxes, so that films having
different thickness have a different average lattice parameter.
We note here that in the following we are interested in the
average lattice parameter and not in the details of relaxation.
The results give direct information on the magnetic energy
scale and the orbital one in “pure” CuO2 planes, i.e., without
apical oxygens. However they will also constitute a bench-
mark for superconducting systems having apical oxygens.
In particular this could be done for the widely studied 123
systems (e.g., YBa2Cu3O7), which have oxygen pyramids,
and 214 systems (e.g., La1.85Sr0.15CuO4), which have oxygen
octahedra. Moreover CCO-based systems can also become
superconductors when apical oxygens are present: This is the
case of artificially engineered heterostructures13 or samples
with randomly distributed planar defects (stacking faults) that
may occur in bulk systems stabilized by strontium.14,15

The present experimental work exploits some of the unique
possibilities offered by RIXS. This is a second order process
in which the sample is excited at an absorption resonance
and decays by emitting a lower energy photon. Thus the
transferred energy (and momentum) characterize the excitation
of the system in the final state.8 In this way it is possible to
identify both the magnetic16–18 and the orbital excitations19

in the same measured spectrum, i.e., in strictly comparable
conditions. This is a unique feature of RIXS. In particular,
when RIXS is performed at the Cu L3 edge (Cu 2p3/2

absorption threshold), with two dipole allowed transitions
it is possible to excite dipole forbidden excitations between
Cu 3d states of different symmetries. Another unequalled
characteristic of modern RIXS is the possibility to get this
information in very thin films (down to a few monolayers in
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FIG. 1. (Color online) (a) Infinite-layer structure of CaCuO2 (Cu
in red, O in blue, and Ca in gray). (b) Pictorial illustration of the
effect of epitaxial strain: The region near the substrate is strained
while the system progressively relaxes towards the top of the film.
In this way films with different thickness have different average
lattice parameter. (c) Experimental RIXS geometry: The sample (001)
surface is mounted vertically and can be rotated around the b axis to
change the momentum transfer along the a axis. (d) The 2D reciprocal
lattice with the nuclear (solid line) and the magnetic (dashed line) first
Brillouin zone; the solid circle indicates the point chosen for the RIXS
measurements.

the case of cuprates) and on relatively small surface areas
(at present about 5 × 50 μm2), thus offering the opportunity
to study superlattices and, potentially, individual interfaces.
This extreme sensitivity contrasts the well-known limitations
of inelastic neutron scattering that are commonly used to study
the magnon dispersion in cuprates but requires massive single
crystals of several tens of grams.

II. METHODS AND EXPERIMENTAL

A. Method

We present the general concepts at the basis of the method
used here. As anticipated above, the strain effect is due to
the variation with the distance of the overlap integrals. Thus in
general the energy eigenvalues depend on the distance as (a0 +
δa)−n (see Refs. 20 and 21) where a0 is the lattice parameter
of relaxed CCO, δa is the strain-induced variation, and n is
the exponent we are looking for. Diffraction shows that the
maximum of δa is slightly above 1% so that it is safe to
develop in series, i.e.,

δE

E0
= −n · δa

a0
. (1)

The error due to the series truncation is negligible: with n = 4
the worst case gives with Eq. (1) an effect on energy of 4.9%
in place of 5% (orbital excitations) and of 9.5% in place of
10% (magnetic excitations).

Thus the experiment is done in a linear regime and this has
relevant consequences. First of all the linearity ensures that the
average energy shift due to the strain can be directly compared
with the theoretical energy shift calculated in correspondence

with the average change δa measured with diffraction. Indeed
we can safely obtain relevant information without addressing
the difficult problem of the strain distribution within the
sample. This is a great simplification, provided the average
energy shift is measured with sufficient accuracy. Also in
this connection the smallness of the effect helps a lot: In fact
extensive numerical simulations showed that the shift of the
peak position of a spectral feature is a good indicator of the
shift of the average energy, and we estimated that the maximum
error is 20–25 meV. This is possible only because the shift in
energy is small with respect to the energy width of the spectral
components. Thus we determined the peak position directly
on the spectra with the help of a Voigt fitting, as done for the
magnon in Ref. 16. An example will be given while presenting
the data in Fig. 2. Finally the simulations demonstrate that the
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FIG. 2. (Color online) (a) Cu L3 RIXS spectra as a function of
strain; the fully relaxed, reference case (open dots) is compared with
the maximum compressive (green) and tensile (red) strained cases.
(b)(c) Thickness dependence of the RIXS spectra in the region of peak
A, corresponding to the excitation from x2 − y2 to xy orbital with
energy Exy , and peak M, single magnon excitation. The thin lines in
panel (c) are two examples of Voigt fitting of the magnon peaks; the
higher measured tail at the right is due to phonons and that at the left
to multimagnons, as explained in Ref. 16. (d)(e) Dependence of the
orbital excitation energy Exy and of the average lattice parameter a on
film thickness s; black symbols are for tensile strain (SrTiO3 substrate,
various thickness values) and green symbols for compressive strain
(LaAlO3 substrate) changed in sign.
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average values are very robust, i.e., they have little sensitivity
to the details of the relaxation process across the sample. On
one side this strongly supports the reliability of the present
results and on the other side it shows that a study of relaxation
is out of the possibilities of the present approach.

B. Experimental

The CCO samples were thin films epitaxially grown by
pulsed laser deposition as described in Ref. 22 on (100) SrTiO3

(STO) (a = 3.905 Å) substrates to create tensile strain and on
(100) LaAlO3 (LAO) (a = 3.78 Å) to achieve compressive
strain, given that the lattice parameter of relaxed CCO is in
between those of the two substrates (a = 3.84 Å). Different
strain conditions are obtained by growing films with different
thicknesses as already explained. This approach calls for an
accurate characterization described in the Appendix.

The Cu L3 RIXS measurements were carried out at
the ADRESS beamline23 of the Swiss Light Source at the
Paul Scherrer Institute with the SAXES spectrometer.24 The
system ensures a combined linewidth at the Cu L3 edge of
130 meV and high sensitivity. Each spectrum took two hours of
accumulation except for that of the thinnest sample (22 Å thick)
which took about five hours. Moreover in this film the observed
roughness is not negligible, and RIXS features are slightly less
pronounced than in the other cases. The overall geometry of
the experiment [shown in Fig. 1(c)] is standard16,17 and only
a few points need to be stressed. The goal is to maximize
the sensitivity to magnetic excitations (magnons) in the final
state, since these are the smallest features we are dealing
with, as is clear from Fig. 2(a). To this end we have chosen
a large momentum transfer in the (0,0) → (1,0) direction,
which gives around the maximum displacement of the magnon
from the elastic contribution. Moreover accordingly to Ref. 25
we have maximized the magnon sensitivity by choosing π

polarized incoming x rays and near normal incidence. More
precisely the scattering angle is 130◦ (included angle 50◦), with
incidence at 110◦ from the surface and grazing emission (20◦
from the surface). This setup gives a transferred momentum
along the surface, i.e., along the CuO2 planes, corresponding
to 0.43 r.l.u. [0.86 of the distance between (0, 0) and the
(1, 0) point at the Brillouin zone (BZ) boundary]. As mentioned
above, all RIXS measurements were done at 15 K in order to
reduce thermal scattering.

III. RESULTS AND DISCUSSION

A. RIXS data

An overview of the strain effect is offered by Fig. 2(a) where
the spectra of CCO under tensile (in red) and compressive
strain (in green) are compared with a sample (open dots) having
sufficient thickness (1000 Å) to be considered as a relaxed
reference case within the sensitivity of the measurements. The
effects on RIXS spectra are evident: All features shift to lower
energies under tensile strain and to higher energies under
compression, which implies that both magnetic and orbital
energies decrease when the lattice constant increases. The
RIXS results not only show this trend, which is qualitatively
expected from the distance dependence of the matrix elements,
but, more importantly, they allow for a quantitative analysis,

once the spectral features are assigned and tracked as a function
of the lattice parameter.

In Fig. 2(a) the magnon excitation (labeled M) is identified
around 350 meV consistently with other cuprates.16 One also
finds that the orbital excitations consist of three separate
structures, corresponding to the transitions of the Cu 3d9 hole
from its x2 − y2 ground state to the xy orbital (peak A), the
yz and zx orbitals (B), and finally the 3z2 − r2 orbital (C),
at energies that we denote by Exy , Eyz,zx , and Ez2 . These
orbital assignments were obtained by interpreting the angular
and polarization dependence of the RIXS spectra, as done in
detail by Moretti Sala et al.19 Moreover these assignments
are corroborated by the results of ab initio quantum chemical
calculations published by some of us10 and by those given
hereafter.

We first focus on the orbital excitation A from x2 − y2 to
xy at energy Exy , whose dependence on the average lattice
parameter is given by the spectra of Fig. 2(b). Empirically
we find that the fractional variations of both orbital energy
(|δExy/Exy |) and lattice parameter (δa/a0) are linear in the
film thickness s to the power −0.7 [Figs. 2(d) and 2(e)]. By
combining the two dependencies, i.e., by eliminating s, and by
noting that δE is negative for tensile strain, we can retrieve the
linear relationship of Eq. (1), i.e. (δExy/Exy) = −nxy ·(δa/a0)
with nxy = 4.1 ± 0.45. Given above considerations, the coef-
ficient nxy is also the exponent in the power law dependence
of the type E ∝ a−n, where a is the average lattice parameter.
The extracted exponents for the two other orbital excitations
are also close to this value (nyz,zx = 3.8 ± 0.55 and nz2 =
3.95 ± 0.55).

It is noteworthy that the point representing compression
[green in Figs. 2(d) and 2(e)] is within the error bars on the
same trend of the tensile effect: This is due to the fact that
we are in the limit of small deformations, as confirmed by the
calculations given below; obviously at higher deformations an
asymmetry between compressive and tensile strain is expected.
Following the same procedure for the magnon we find an
exponent that is about twice as large nM = 8.2 ± 2.5 with
a much bigger uncertainty, due to the lower energy of the
magnetic excitation which makes the analysis more difficult.

B. Quantum chemical calculations

To cross fertilize theory and experiment and to achieve
a quantitative comparison of the theoretical exponents with
the experimental ones, we rely on a real-space methodology,
which in the spirit of modern multiscale electronic structure
approaches describes a given region around a central Cu site by
advanced quantum chemical many-body techniques, while the
remaining part of the solid is modeled on a less sophisticated
level. The treatment takes into account phenomenologically
the strain by inserting in the calculations the experimental
values of the average lattice parameter. This greatly simplifies
the problem and is a good approach, as it is shown below.
The cross talking between the CuO2 planes is negligible
so that the c parameter is not relevant, but in any case
we used the experimental values. Moreover the exponent of
the magnetic excitations is calculated by considering the lattice
parameter dependence of the first neighbors superexchange,
i.e., by neglecting next neighbors and cyclic interactions;26,27
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FIG. 3. (Color online) Five-plaquette fragment used in the
embedded-cluster quantum chemical calculations (the eight Ca2+ ions
above and below the CuO2 planes are not shown).

the comparison between data and theory given below shows
that this is sufficient to our purposes, at least with the present
error bars in the experiment.

With quantum chemistry methods we calculated both the
orbital splittings10,28,29 and the nearest neighbor exchange
constant J .30 The complete-active-space self-consistent-field
(CASSCF) method was used to generate multiconfigurational
wave functions and it accounts for the strong correlation
effects. Weaker correlations are subsequently treated by
carrying out multireference second-order perturbation theory
(CASPT2) calculations.9 The d-d excitation energies are
calculated on clusters consisting of five CuO4 plaquettes, as
in Fig. 3, and eight Ca ions (not shown) with a point-charge
embedding. For additional insights into the dependence on
strain of J , CASSCF and CASPT2 computations were further
carried out on smaller, two-plaquette embedded clusters.

C. Discussion

The calculated ground state and d-d excitation energies are
compared directly with the experimental values in Figs. 4(a)
and 4(b). As for other two dimensional cuprates10 the absolute
values of the excitation energies in the unstrained CCO
system match the experimental ones rather well, within 2%
for Exy and 8% for Ez2 . The deviation in absolute value for
Eyz,zx is somewhat larger, but the important observation is
that the calculated slope, and thus the exponent, match the
experimental one. Indeed we find all orbital exponents to
be close to four, as they are in the experiment. Regarding
the magnetic excitations the calculations give a superexchange
J = 132 meV for the relaxed CCO that scales under strain
with an exponent 7.45, again close to the experimental value
of 8.2. Theoretical exponents are also given by the red bars
in Fig. 4(d) compared with the experiment (black dots). We
note here that also the calculated total electronic energies
[Fig. 4(c)] are satisfactory since they give a minimum close to
the experimental value of the lattice parameter of the relaxed
system.

The same calculated total energies of Fig. 4(c) shed light
onto the mechanism of the strain effect. When the strain
modifies the lattice parameter, the computed total energy goes
away from the minimum and this change is compensated
by the elastic energy accumulated in the system and not
included in the calculation. Both the initial and the final
states of the transition change considerably in energy by
almost the same amount, so that the displacement of the
spectra and the measured variation of the transition energy
is a tiny difference [in blue in Fig. 4(c)], which results
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FIG. 4. (Color online) (a)(b) Orbital excitation energies vs av-
erage lattice parameter a: comparison between RIXS experimen-
tal (square data points) and computational (heavy lines) results.
(c) Calculated total energies vs lattice parameter: ground state
(GS, in red), xy excited state (in black), and difference in blue.
(d) Comparison between theoretical exponents (red bars) and ex-
perimental values (black dots) in the E ∝ 1/an power law of orbital
and magnetic excitation energies.

linear versus the lattice parameter. The agreement between
theory and experiment in the exponents demonstrates the
quality of the quantum chemistry calculations. Moreover it
shows that the approach of inserting the experimental values
of the lattice parameter in a calculation not including the
elastic energy is very satisfactory. The experimental error
bars and the limitations coming from the smallness of the
cluster, unavoidable in feasible calculations, do not allow
the discussion of the differences between the exponents of
the three orbital excitations; nonetheless it is comfortable that
the exponent of the xy excitation is the highest as expected,
being an effect within the CuO2 plane. We also note that the
quantum chemistry methods used do not include interface
effects, such as charge accumulation. However the success
of the calculations strongly suggests that these effects are
not relevant to the problem addressed here. We summarize
all experimental and theoretical values of the exponents in
Table I.

The observed exponents can be analyzed in terms of a
simplified three-band Hubbard model description of cuprates,
in which the Cu 3d - O 2p hopping integral, tpd , plays an
essential role in determining both the superexchange31–33 and
the covalent contribution E to the crystal-field splitting of the
orbital energies.34,35 In the strong coupling Mott insulating
regime the superexchange is proportional to (tpd )4 and the
covalent contribution to tpd at a power between 1 and 2. On
the other hand for materials with a small charge transfer energy
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TABLE I. All calculated and experimental scaling exponents for
orbital (nxy , nxz,yz, nz2 ) and magnetic (nM ) excitations. Note that,
while the experimental exponent nM comes from the scaling of the
magnon peak, the calculated one comes from the scaling of the first
neighbors superexchange J .

nxy nxz,yz nz2 nM

Exp. 4.1 ± 0.45 3.8 ± 0.55 3.95 ± 0.55 8.2 ± 2.5
Calc. 4.30 4.12 4.25 7.45

� one finds E proportional to tpd and for large � instead E

is proportional to (tpd )2/�. On this basis one expects a ratio
of magnetic and orbital exponent between 2 and 4, which
matches both the experimental (on average nM /norb = 2.08) and
ab initio (1.76) findings. Vice versa by describing the hopping
with a power law (1/aη), the observed exponents imply that
η ≈ 2, which is smaller than previous, less refined, theoretical
estimates20,36 giving η in the interval 3–4.

IV. CONCLUSIONS

We have hereby not only established and quantified the
strain-induced modifications of two fundamental energy scales
in the insulating model system CCO, but also provided as a
general guideline a scaling directly relevant in the context
of high-Tc superconductivity in copper oxides, particularly
for pairing mechanisms relying on magnetic interactions
where J is a key parameter. Obviously the present results
are directly pertinent to the superconductivity observed in
CCO/STO heterostructures.13 On the other hand, if more
specific information on a particular system is needed, the
present work is also of importance. In fact it demonstrates
that modern RIXS makes it possible to investigate the relevant
energy scales with relatively simple experiments.

Moreover a clear comprehension of the scaling of orbital
excitations could be crucial as well. In fact it has been recently
suggested37 that the critical temperature Tc is highly sensitive
to the d-level splitting Ez2 and that the off-diagonal coupling
between x2 − y2 and z2 symmetry states substantially affects
the dispersion of the low-energy bands and the shape of
the Fermi surface.38–40 These orbital splittings are also es-
sential for proposed excitonic mechanisms for pairing and
high-Tc superconductivity.41 Finally we note also that the
computational approach presented here, now validated by the
experiment, can be used also in computer experiments and
offers an opportunity to expand the work on strain-engineering
of copper-oxide materials.
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APPENDIX

1. The samples characterization

The samples were grown by laser ablation, and the details
are given in Ref. 22. Immediately after the preparation in Roma

FIG. 5. (Color online) Diffraction maps from CaCuO2 on SrTiO3:
The thickness of the overlayer is 60 Å (a) and 102 Å (b), respectively.

Tor Vergata, i.e., before the RIXS measurements, the samples
were characterized by conventional x-ray diffraction and kept
in inert atmosphere up to the RIXS measurements at the
Swiss Light Source. Successively they were transferred to the
European Synchrotron Radiation Facility in Grenoble, where a
more detailed characterization with synchrotron radiation has
been done, together with measurements on reference samples
grown to this purpose in the same way. In particular diffraction
patterns were recorded at the ID03 beamline at the same
temperature used in the RIXS experiment, i.e., 15 K, so the
data could be safely combined. The aim was to determine the
average lattice parameter in the ab plane and the thickness of
the films and to test their quality, as detailed hereafter.

The samples have been prepared without capping since an
overlayer can interdiffuse, as we have seen in preliminary
experiments; for this reason stocking in inert atmosphere
is important. The crystallographic investigation is based on
diffraction maps, as the ones shown in Fig. 5.

The maps in the reciprocal space are plotted as a function
of the Miller indices k and l in units normalized to the
SrTiO3 substrate. Thus the magenta line corresponds to
the SrTiO3 lattice parameter, i.e., to the strained CCO and
the white line to the fully relaxed CCO. Note that the rocking
curves constituting the maps are rather broad, due to the small
number of unit cells in the film thickness. As a consequence
in the maps the tails of the diffraction peaks extend largely
beyond the white vertical line. With this precaution in mind the
comparison between the maps from films of different thickness
is illuminating. This is done in Fig. 5 for the samples with
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FIG. 6. (Color online) Oscillations of the x-ray reflectivity at
15 KeV from the CCO/SrTiO3 system with overlayer thickness 102
Å. The theoretical reflectivity is plotted in red and it is to scale, while
the experimental one (in black) is given apart an arbitrary scale factor.

thickness equal to 60 Å [panel (a)] and 102 Å [panel (b)],
respectively. The black belt in the maps represents the half
height, and the gray area corresponds to 5% of the maximum
(the photon energy is 15 keV). The shape of the two maps
is very different and the partial relaxation of the thicker film
is very clear. On the other hand most of the intensity of the
map relative to the 60 Å sample is concentrated at small k

(i.e., larger values of the lattice parameter a), indicating a
considerable strain.

The other issue is the determination of the thickness and the
evaluation of the roughness of the films. This is done with the
oscillations of the reflectivity versus the angle of incidence in
grazing conditions. We did not try to calibrate the reflectivity
in absolute terms since this is irrelevant to our purposes. As an
example we consider the 102 Å thick film: Many oscillations
are well seen in the logarithmic plot of Fig. 6, indicating
a high quality film (black curve). A fitting as the one in
Fig. 6 (red curve), with the inclusion of roughness factor42 and
Gaussian smoothing, reproduces very well the experimental

trend and gives a roughness around 4 Å, i.e., slightly more
than a CCO unit cell. This is similar to the one obtained for
other high quality films prepared by PLD, as, for example,
the largely studied LaAlO3/SrTiO3 heterostructure.43–45 This
is not surprising since the CCO samples for the present
experiment have been grown with the same experimental
apparatus used to grow CCO/STO superlattices13 which show
neat and sharp interfaces, as displayed in the HRTEM image
of Ref. 13. Note that in the log plot the reflectivity scale is
appropriate to the red theoretical curve. The measured curve
(in black) instead is defined apart a factor, i.e., a rigid vertical
translation in logarithmic scale, and its position in the graph
has been chosen simply for readability.

2. Ab initio calculation of superexchange and orbital
excitation energies

All calculations were performed with the MOLCAS quantum-
chemistry package.46 In the CASSCF and CASPT2 computations
of Cu d-level splittings (see main text), we can evenly describe
the strong on-site d-shell correlations as well as the intersite
d-p and d-p-d couplings, since the four nearest-neighbor
(NN) plaquettes around a central CuO4 unit are explicitly
included at the all-electron level. For those 5-plaquette clusters,
quadruple-zeta valence basis sets plus polarization functions
were used for the Cu and O ions of the central plaquette
and double-zeta basis sets for Cu and O sites at the four
adjacent plaquettes and at the Ca NN’s. On the other hand
quadruple-zeta valence basis sets plus polarization functions
were employed for the Cu and O ions of the smaller two-
plaquettes fragments and double-zeta basis sets for the Ca
NN’s. In each case, the farther Cu neighbours are modeled
with total-ion effective potentials.47 The remaining part of
the solid-state matrix is always described by large arrays of
point charges, fitted to reproduce the Madelung field within
the cluster region. In the CASPT2 calculations, we correlated
all Cu 3d and O 2p orbitals.
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