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Many-body GW calculations have emerged as a standard for the prediction of band gaps, band structures, and
optical properties for main-group semiconductors and insulators, but it is not well established how predictive
the GW method is in general for transition metal (TM) compounds. Surveying the series of 3d oxides within a
typical GW approach using the random-phase approximation reveals mixed results, including cases where the
calculated band gap is either too small or too large, depending on the oxidation states of the TM (e.g., FeO/Fe2O3,
Cu2O/CuO). The problem appears to originate mostly from a too high average d-orbital energy, whereas the
splitting between occupied and unoccupied d symmetries seems to be reasonably accurate. It is shown that
augmenting the GW self-energy by an attractive (negative) and occupation-independent on-site potential for
the TM d orbitals with a single parameter per TM cation can reconcile the band gaps for different oxide
stoichiometries and TM oxidation states. In Cu2O, which is considered here in more detail, standard GW based
on wave functions from initial density or hybrid functional calculations yields an unphysical prediction with an
incorrect ordering of the conduction bands, even when the magnitude of the band gap is in apparent agreement
with experiment. The correct band ordering is restored either by applying the d-state potential or by iterating
the wave functions to self-consistency, which both have the effect of lowering the Cu-d orbital energy. While
it remains to be determined which improvements over standard GW implementations are needed to achieve an
accurate ab initio description for a wide range of transition metal compounds, the application of the empirical
on-site potential serves to mitigate the problems specifically related to d states in GW calculations.
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I. INTRODUCTION

The band-structure properties of semiconducting or insu-
lating materials are essential for their functionality in a wide
spectrum of electronic and optoelectronic applications, rang-
ing from integrated circuits to light-emitting diodes and solar
cells. Whereas conventional semiconductor technologies are
mostly based on main-group compounds, emerging materials
often contain transition metals; examples include TiO2 as a
transparent conducting oxide,1 Fe chalcogenides2 and Cu2O
(Refs. 3,4) as photovoltaic solar absorbers, or Fe2O3 as a
photoelectrocatalyst.5

Many-body perturbation theory in the GW approximation6

has emerged as the primary computational tool for the band-
structure prediction of semiconductors and insulators,7–17 pro-
viding a systematic improvement of band structures calculated
in the local-density or generalized gradient approximations
(LDA or GGA) to density functional theory (DFT). The past
decade has seen considerable developments and discussions
around a number of issues related to the GW method:
concerning the technical implementation, such as pseudopo-
tential vs all electron methods,16,18 the issue of core-valence
partitioning,12,16,19 and pseudopotential scattering properties
at high energies;20 concerning convergence parameters, such
as the number of unoccupied bands;21,22 concerning approx-
imations for the screened Coulomb interaction W , such as
the plasmon pole model,22 the random-phase approximation
(RPA),14 or vertex corrections and excitonic effects beyond
RPA;13,23 and concerning the degree of self-consistency of
both the eigenenergies and the wave functions.9,11–14,24

While there is presently no single universally accepted
scheme for GW calculations, a fairly consistent description
of band gaps and band structures can be achieved for main-
group semiconductors and insulators, where the following

picture is emerging: (i) A single iteration of a GW update
(“G0W0”) of the single-particle energies is sufficient only if the
quasiparticle energy (QPE) shifts are relatively small. Thus,
one can either iterate the eigenenergies to self-consistency,
or use a suitable density functional or hybrid functional so
that the initial band energies are already close to the GW

QPE.14,15,17 (ii) The calculation of W in the RPA leads to a
significant, but systematic overestimation of the band gaps, due
to an underestimated screening.11,14 Strategies to compensate
this overestimation include a scaling of the QPE shifts,25

maintaining the screened Coulomb interaction W0 from the
first iteration for subsequent GW iterations,14 or including
vertex corrections in the calculation of W interactions.13,23,26

(iii) In systems with shallow 3d states such as the Zn-VI
compounds, the 3d binding energy is underestimated by
more than 1 eV.7,8,10,13,14 However, the resulting effect on the
band-edge states is usually rather small, except for the case of
ZnO where the band gap is reduced by about 0.3 eV due to
the stronger O-p/Zn-d interaction.27 (iv) Comparing literature
results from calculations with11,13 and without14,15,17 inclusion
of the nondiagonal components of the GW self-energy, it
appears that the self-consistency in the wave functions has
a rather limited effect for main-group compounds.

Considering transition metal compounds and specifically
transition metal oxides, the situation is much less clear.
While GW calculations in various flavors have been reported,
e.g., for Cu2O,24,28,29 TiO2,30 Fe2O3,31 and several transition
metal (TM) monoxides,9,32,33 a comprehensive study of the
complete 3d series of TM oxides within a single GW scheme
is not available. However, surveying the present literature
gives clear hints that the consistent description of TM
compounds is difficult within a single approach: For example,
the G0W0(HSE) approach (denoting a G0W0 calculation based
on initial calculation of wave functions and eigenvalues using
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the HSE hybrid functional introduced in Ref. 34), that is
considered to be reliable in main-group compounds15 gives a
much too large band gap of 4.0 eV in Fe2O3,31 compared to the
experimental gap at 2.1 eV.35 The G0W0(LDA) variant, which
underestimates the gap of ZnO by as much as 1 eV,7,22 already
overestimates the gap by 0.3 eV in TiO2 (Ref. 30) and by 0.6
eV in SrTiO3.36 The self-consistency in the wave functions
was found to be essential for the correct band structure of
Cu2O,24,28 but in ZnO and GaN, the self-consistency did not
correct the underbinding of the 3d states.13,37 Thus, the purpose
of the present study is to establish the trends along the 3d series
of TM oxides in a single GW scheme.

II. METHOD OF CALCULATION

The GW calculations in this work are performed within the
projector augmented wave (PAW) (Refs. 38,39) implemen-
tation of the VASP code (version 5.2).19,39 With the goal of a
feasible scheme for high-throughput band-structure prediction
in mind, computationally expedient PAW data sets were chosen
for the present study: For oxygen, a “soft” potential was
used, allowing for a relative small energy cutoff for the wave
functions of 320 eV. This potential has been tested before,
both in density functional and GW calculations.40,41 For the
early (Ti-Cr) and late (Mn-Cu) TM, the 3p shell was placed
in the valence and in the core, respectively. Inclusion of the 3s

shell in the valence for the early TM was found to lead only
to marginal changes of the QPE of less than 0.1 eV. Inclusion
of the 3p shell for the late TM had more significant effects
up to a few tenths of an eV, but did not lead to a systematic
improvement of band-gap energies compared to experiment.

The crystal and magnetic structures (NM = nonmagnetic,
AF = antiferromagnetic, FI = ferrimagnetic), as well as the
experimental data for band-gap energies have been obtained
from a review of the following literature: TiO2 (Ref. 42)
(rutile, NM); V2O3 (Refs. 43,44) (monoclinic, AF); VO2

(Ref. 45) (distorted rutile, NM); V2O5 (Refs. 46,47) (or-
thorhombic, NM); Cr2O3 (Refs. 48–51) (corundum, AF);
MnO (Refs. 52–54) (dRS = distorted rock salt, AF); Mn3O4

(Refs. 55–57) (hausmannite, FI); FeO (Refs. 52,58) (dRS,
AF); Fe2O3 (Refs. 35,59,60) (corundum, AF); CoO (Refs. 52,
54,61) (dRS, AF); Co3O4 (Refs. 62–64) (spinel, AF); NiO
(Refs. 52,65–67) (dRS, AF); Cu2O (Refs. 68,69) (cuprite,
NM); CuO (Refs. 70,71) (tenorite, AF). The crystal structures
were relaxed in GGA + U (Refs. 72–74) with U = 5 eV for
Cu and U = 3 eV for all other 3d TM. These values for U

have recently been found to give a consistent description of
the thermochemical properties,75 and improve the description
of the hybridization between the TM-d states with the O-p
ligands, which is important when the wave functions of
the initial DFT calculations are maintained during the GW

calculation.27 Furthermore, the treatment of correlation effects
in DFT + U is necessary in many cases to restore the correct
orbital symmetries and atomic structures, since LDA or
GGA are often missing Jahn–Teller-like distortions in case of
partially filled crystal field states of transition metal d-orbitals
as present, e.g., in the orbital-ordered Mott insulator KCuF3.76

For the initial GGA + U calculation of eigenenergies and
wave functions prior to the QPE calculations in GW , the cell
volume was scaled to compensate for the typical overestima-

tion of the lattice constant by about 1% in GGA(+U ). For
the Brillouin-zone sampling, a �-centered k-mesh was used,
where the number of subdivisions was taken such to obtain a
total number of at least 1000/n k-points, where n is the number
of atoms in the respective unit cell. The total number of bands
was taken as 64 × n, leading to a convergence of the absolute
QPE to about 0.1 eV. The energy cutoff for the response
functions in GW was 150 eV. Spin-orbit interactions were
not considered.77 The HSE hybrid functional34 has been used
as an alternative Hamiltonian to generate the wave functions
and initial eigenvalues.

III. BAND GAPS OF 3d OXIDES IN BASELINE
GW CALCULATIONS

As a baseline GW scheme, the screened Coulomb po-
tential W is calculated in the random-phase approximation
(RPA). While the GGA + U wave functions are fixed, the
eigenenergies are iterated to self-consistency, to remove the
strong dependence of the GW result on the initial DFT
band-structure energies. Before comparing the calculated band
gaps with experiment, however, it is worth noting that the
available experimental data for transition metal oxides is often
not as comprehensive and robust as for some main-group
compounds (e.g., Si, GaAs, ZnO) where high-quality samples
have been studied in great detail. The band-gap energies of TM
oxides are usually determined either by optical measurements
or by photoemission/inverse photoemission. Both types of
data are not free of ambiguities: In principle, the (inverse)
photoemission energies correspond to the QPE calculated by
GW . However, photoemission probes mostly the energies with
high density of states, e.g., originating from localized TM-d or
O-p states, and are less sensitive to regions with small density
of states, such as, e.g., the highly dispersive conduction bands
occurring in many compound semiconductors. For example,
the band gap of NiO, deduced from the band-edge structure
measured by (inverse) photoemission, has been determined
as 4.3 eV.66 Optical absorption measurements, on the other
hand, show an absorption threshold at only 3.5 eV,65,67 and the
difference could be due to a smaller density of states in the
conduction band that might not be resolved in the inverse
photoemission measurement. The optical characterizations
are, however, also subject to uncertainties if the minimum
band gap is indirect or optically forbidden, or when excitonic
effects, including also internal d-d transitions, cause strong
subgap absorption. Thus, a given absorption onset could
signify the indirect/forbidden band gap (e.g., in a bulk sample),
the direct-allowed band gap (e.g., in a thin film where
phonon-assisted and disorder-induced transitions are too weak
to contribute sufficiently to the absorption), the threshold for
exciton generation (e.g., in wide-gap systems such as SiO2 with
large exciton binding energies20), or the excitation of internal
d-d transitions [e.g., in Cr2O3, the absorption bands observed
around 2.1 and 2.8 eV (Ref. 49) which coincide with well-
known d-d internal excitations of octahedral Cr+III78]. These
considerations need to be taken into account when interpreting
optical measurements in terms of band-gap energies.

Table I shows the experimental band-gap energies from
the literature in comparison with the results of the baseline
GWRPA calculations, and with calculations that include an
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TABLE I. The band-gap energies for the series of 3d oxides, comparing experimental literature data, GW in the random-phase approximation
(GW RPA), and GW with local-field effects and empirical Vd potentials (GW LF + Vd). For the latter, also given are the direct (d) or indirect
(i) nature of the gap, the absorption threshold energy Eabs for direct and allowed optical transitions (Ref. 84), the electronic static electronic
dielectric constant ε, and the value of the parameter Vd .

Expt. GW RPA GW LF + Vd

Eg (eV) Eg (eV) Eg (eV) Eabs (eV) ε Vd (eV)

TiO2 3.0 4.48 3.11 (i) 3.4 5.9 −1.1

V2O3 0.6 1.70 1.07 (i) 1.3 6.2 −2.8
VO2 0.6 1.12 0.46 (i) 0.9 9.5
V2O5 2.3 4.69 1.85 (i) 2.4 4.9

Cr2O3 3.2 4.75 3.23 (d) 3.3 5.9 −3.5

MnO 3.5 3.81 3.36 (i) 4.2 4.1 0
Mn3O4 2.5 2.89 2.49 (i) 2.5 4.7

FeO 2.1 1.65 2.14 (i) 2.2 5.7 −2.0
Fe2O3 2.1 3.57 2.01 (i) 2.1 7.2

CoO 2.8 3.23 2.80 (i) 3.3 5.3 −1.2
Co3O4 1.5 2.42 1.55 (d) 1.6 8.0

NiO 3.5 4.28 3.48 (i) 3.7 6.5 −0.3

Cu2O 2.2 1.59a 2.03 (d) 2.7 5.7 −2.4
CuO 1.6 2.49 1.19 (i) 1.4 7.9

aIncorrect band ordering.

on-site potential for d states as discussed in Sec. IV below.
While in main-group compounds, the RPA is known to
lead to underestimated dielectric constants, and, hence, to
overestimated band-gap energies (Eg) (Refs. 11,14), it is
apparent that GWRPA gives mixed results in cases where
the band gaps are much too large (e.g., TiO2, V2O5, Cr2O3,
Fe2O3) and in cases where the band gaps are too small (FeO,
Cu2O). As discussed in detail in Sec. V below, in case of
Cu2O the discrepancy is much more dramatic than apparent
from the band-gap energy, since the band ordering is wrong
in GWRPA. Note that similar trends and inconsistencies are
also observed when using the HSE hybrid functional instead
of GGA + U to calculate the initial eigenenergies and wave
functions. The overall agreement with experiment is obviously
much worse and less systematic than for similar types of
calculations in main-group compounds,11–16 suggesting that
the discrepancies are associated with the presence of d states
close to the band-edge energies.

At the present, the precise physical nature of difficulty
to correctly describe the TM-d states in GW is not entirely
clear. While the imperfect description of the dielectric constant
in RPA and incomplete self-interaction correction have been
discussed as possible sources of the too high energies of
occupied 3d states in Zn-VI and Ga-V compounds,7,10,14 these
effects do not readily explain the too high energies of the
unoccupied 3d states that cause the too large band gaps in, e.g.,
TiO2, V2O5, and Fe2O3 (see Table I). It also seems presently
unclear which methodological improvements are needed for
an accurate ab initio GW description of transition metal
compounds. While the self-consistency in the wave functions
significantly improves the band structure in Cu2O (Refs. 24,28;
see also below), it does not correct the d-band position in
ZnO.13,37 Possible improvements may further result from
excitonic effects (vertex corrections), or from improvements

of a more technical nature, such as the use of PAW potentials
that have been specifically generated to yield better scattering
properties at very high energies,20 or the inclusion of more
semicore states being explicitly treated as valence electrons.
However, all of these options will increase the computational
overhead considerably.

IV. GW RESULTS WITH AN ON-SITE POTENTIAL
TO ADJUST d-ORBITAL ENERGIES

In the following, the objective is to find a workable GW

scheme that allows for reasonably predictive band-structure
calculation at an acceptable computational cost. As a first step
to improve upon the RPA, the LDA derived local-field (LF)
effects are included, which correspond to the adiabatic-LDA
approximation within time-dependent DFT.79 While these LF
effects do not fully account for the electron-hole interaction,
they lead to a somewhat increased dielectric constant ε, thereby
counteracting the tendency of RPA to overestimate band gaps.
Thus, in oxides the band gaps are reduced by typically 0.3–
0.6 eV relative to the RPA, which generally improves the
band-gap prediction in main-group oxides. For example, the
direct �-� gaps of MgO, CaO, and SrO are calculated as 7.87,
7.14, and 6.03 eV in GWLF with GGA wave functions, in
good agreement with the experimental values of 7.83, 7.09,
and 5.90 eV, respectively.80,81 (The indirect �-X gap of SrO is
calculated at 5.45 eV, close to the experimental absorption edge
at 5.30 eV.82) In the 3d oxides the LF effects are, however, not
sufficient to achieve acceptable agreement with experiment.
For example, the gap of TiO2 is reduced from 4.48 eV in
GWRPA to 4.06 eV in GWLF, and the Cu2O gap is reduced
from 1.59 to 0.93 eV. Thus, while the effect in TiO2 does not
go far enough, the Cu2O gap is now much too small.
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The observation that the GWLF approach is very accurate
for main-group compounds suggests that the band-structure
features due to states with s- and p-like atomic orbital character
should be also accurately described in TM compounds. Then, a
specific treatment of the d states via an on-site potential, similar
to that in the DFT + U formalism,73,74 could serve to mitigate
the problems arising from the presence of d states close to
the band-edge energies. Since the precise nature of the issues
related to d states in GW is yet unclear, such an approach is
empirical in nature and serves as a phenomenological solution.
However, a technical justification for this approach derives
from the fact that the on-site potential acts exclusively on the
problematic d orbitals and does not affect the compatibility
of the GW scheme with other sp elements, e.g., in ternary
compounds containing both TM and main-group cations.
Further, if a sufficient degree of transferability of the empirical
parameters is given, i.e., if the same on-site term for a given
TM element improves the results systematically for multiple
compounds, then this approach can be expected to provide an
improved reliability for band-structure predictions in transition
metal compounds within a single GW scheme.

The fact that within the present GWRPA baseline approach
the d-orbital energies lie too high in energy for both occupied
d shells (as in ZnO, Cu2O) and unoccupied d shells (as in TiO2

and V2O5) suggests that the average d-orbital energy could be
lowered by an attractive on-site potential for d states, Vd < 0,
to be applied in addition to the GW self-energy operator. The
common on-site potential of the DFT + U form73 is, however,
not suitable for this purpose because it creates an attractive

potential VDFT+U < 0 only for occupied states, but a repulsive
potential VDFT+U > 0 for unoccupied states. Therefore, the
nonlocal external potential of the form83

V̂a,l =
∑

i,i ′
|pi〉〈φi |Va,l|φi ′ 〉〈pi ′ |

is employed here instead, where the p and φAE are the PAW
projectors and all electron partial waves, respectively, which
depend on an index i (i ′) that comprises the atomic site a,
the angular-momentum numbers l,m and an index k for the
reference energy39 The strength of the on-site potential is
defined by the parameter Vd (Va=TM,l=2), which in contrast
to the DFT + U potential is not occupation dependent.

For each of the TM cations, the parameter Vd has been
adjusted so to reach the best agreement with the above cited
experimental data from Refs. 42–71. The above described
considerations regarding the determination of the band-gap
energy from experiment have been taken into account, and,
where available, the spectral dependence was considered for
the adjustment [e.g., the energy dependence of the imaginary
part of the dielectric function in case of V2O5 (Ref. 47)].
Table I lists the resulting band-gap energy, the optical absorp-
tion threshold for direct-allowed transitions,84 the electronic
dielectric constant ε, and the magnitude of Vd for the respective
TM cation. Figure 1 shows the local density of states and the
absorption spectrum, calculated in the independent-particle
approximation (i.e., excluding excitonic effects). Note that
the absorption spectra also do not include phonon-assisted
or disorder-induced indirect/forbidden transitions.

FIG. 1. (Color online) The density of states (DOS) and absorption coefficient α for the 3d oxides calculated in GW LF + Vd . In spin-polarized
cases, the spin-up and spin-down DOS are shown to positive and negative values. Dashed lines indicate the band-gap energy Eg.
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It is an encouraging observation that good agreement
of the band-gap energies with experiment can be achieved
with a single parameter Vd per TM atom even in those
cases where different oxide stoichiometries and TM oxidation
states are available (Table I). Notably, Vd = − 2.0 eV for
Fe compensates for both the underestimated gap of FeO
(Eg = 1.31 eV in GWLF without Vd ) and the overestimated
gap of Fe2O3 (Eg = 3.09 eV in GWLF without Vd ). Similarly,
also in case of the Cu oxides, a correction of Eg in opposite
directions is achieved with a single Vd parameter (Table I).
Generally, one can expect that a negative value for Vd will
lead to a significant increase of Eg in compounds such as
FeO or Cu2O where the occupied TM-d states lie close to
the valence band maximum (VBM), but to a decrease of Eg

in compounds such as Fe2O3 or CuO where the unoccupied
TM-d states lie close to the conduction band minimum (CBM)
(cf. Fig. 1). The observation that a single parameter Vd leads to
a much improved band-gap energy in either situation strongly
suggests that the difficulties encountered in standard GW

calculations for TM compounds relate mostly to the average
d-orbital energy, and not so much the exchange splitting
between the majority/minority spin directions or the splitting
between occupied and unoccupied d symmetries. Therefore,
the appropriate magnitude of Vd should be rather insensitive
on the local environment, and there is reason to believe that
GWLF + Vd could be suitable for predictions of a wider
range of transition metal compounds that have not yet been
extensively studied experimentally. For example, we recently
investigated in a related study the ternary oxide Cr2MnO4,85

where the experimental band gap was determined to lie around
3.2–3.4 eV. While the GWRPA approach largely overestimates
the gap at Eg = 4.7 eV, the GWLF + Vd scheme yields 3.3 eV
with the same parameters as determined in the present work.

V. BAND ORDERING IN Cu2O IN DIFFERENT
GW SCHEMES

Cu2O is a p-type semiconductor that recently re-
ceived renewed interest as a photovoltaic and photocatalytic
material.3,4,29,69,86 While its relatively large band gap of
2.17 eV is still suitable for a wide-gap solar absorber, the op-
tical transition at the band-gap energy is parity forbidden,68,69

leading to a weak absorption onset, which is particularly
detrimental in thin-film absorbers. Thus, the correct the-
oretical description of the energy ordering of bands with
different symmetries—giving rise to allowed and forbidden
transitions—is essential to realistically describe the optical
properties of Cu2O in the context of solar energy applications.

Figure 2 shows the calculated dielectric function and the
absorption spectrum for Cu2O, based on GGA + U wave
functions and GWLF + Vd quasiparticle energies as described
above. For the calculation of these optical spectra, excitonic
effects (electron-hole interactions) are included within the
time-dependent hybrid functional approximation described
in Ref. 79, using a constant screening factor 1/ε for the
electron-hole exchange. Compared to previous calculations
in the independent particle approximation based on a HSE
band structure,87 the spectrum of the imaginary part ε2 shows
a considerable shift of intensity to lower energies closer to
the band gap, thereby improving significantly the agreement

FIG. 2. (Color online) (a) The real (ε1) and imaginary (ε2) parts of
the dielectric function and (b) the absorption coefficient (α) for Cu2O,
based on the GW LF + Vd approach, including excitonic effects. For
comparison, the experimental spectrum is shown as a dotted line
(after Refs. 89,90), and the calculated spectrum in the independent
particle approximation is shown as a dash-dotted line.

with the experimentally measured dielectric function.69,87

The inclusion of excitonic effects further increases the static
electronic dielectric constant from ε = 5.7 (Table I) to
6.2 [experiment: ε = 6.46 (Ref. 88)], and also leads to a
near-quantitative agreement with the experimental absorption
spectrum.89,90 Thus, it can be concluded that the GWLF + Vd

approach affords a very realistic description of the band
structure and optical properties of Cu2O.

In order to facilitate a comparative evaluation of different
GW schemes in regard to allowed and forbidden valence-
to-conduction band transitions, the following discussion is
intended to elucidate the origins of the peculiar conduction
band structure of Cu2O and its relation to the features of the
cuprite structure.

Figure 3(a) shows the band structure of Cu2O calculated in
the GWLF + Vd approach,91 highlighting the VBM (�25′ ), the
CBM (�1), and the second conduction band (�12′ ). Figure 3(b)
shows the cuprite structure, where the unit cell is rotated so
that the O-Cu-O dumbbell motif is aligned along the z axis.
Due to the presence of inversion symmetry in the cuprite
structure with the Cu sites as inversion center [cf. central Cu
site in Fig. 3(b)], the parity of the wave functions is well
defined. The �25′ VBM has dominantly a Cu-d atomic orbital
character and is of even parity. The �1 CBM has s-like contri-
butions from both the cation and the anion, similar to other
direct-gap compounds (e.g., GaAs, ZnO, MgO). However,
reflecting the symmetry of the O-Cu-O dumbbell structure
[Fig. 3(b)], Cu-dz2 and Cu-s orbitals share a common point
group representation (a1g), leading to an unusual intrasite s-d
hybridization and to a strong Cu-dz2 contribution to the CBM.
The parity of �1 is even and, therefore, the optical transition at
the band-gap energy E(�1)–E(�25′ ) is dipole forbidden. The
second conduction band (�12′ ) is doubly degenerate and has a
Cu-pxy character, and it can be understood as originating from
the two unoccupied atomic Cu-4pxy orbitals that are oriented
perpendicular to the O-Cu-O dumbbell axis [cf. Fig. 3(b)].
(The respective 4pz orbital oriented along the z axis lies at
much higher energies, because it has a large overlap and
hybridization with the O-p states of the ligands.) The �12′

state has odd parity; hence, the vertical �25′→�12′ transition
is allowed, and causes the strong increase of absorption above
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FIG. 3. (Color online) (a) The band structure of Cu2O calculated
within the GW LF + Vd approach, highlighting the energies of the
VBM (�25′ ), the CBM (�1), and the second conduction band (�12′ )
at the � point. (b) The cuprite structure, shown so as to align the
O-Cu-O dumbbell motif with the z axis.

about 2.5 eV.69,90 The energy difference �E(�12′−�1) =
0.45 eV between the first and second conduction bands has
been experimentally determined from the four exciton series
(yellow, green, blue, violet).68,69,92,93

Table II compares the band gaps Eg, the conduction-band
energy ordering �E(�12′ − �1), and the static electronic di-
electric constant ε in Cu2O for a few common GW approaches
besides those shown in Table I. The initial eigenenergies and
wave functions are calculated either in GGA + U as above or
with the HSE hybrid functional, using the conventional param-
eters α = 0.25 and μ = 0.2 Å−1 for the fraction of Fock ex-
change and the range separation, respectively.34 The GW QPE
are calculated in the non-self-consistent single-shot “G0W0,”

TABLE II. Results of different GW approaches for Cu2O compar-
ing the band-gap energy Eg, the energy ordering �E(�12′ − �1) of
the first two conduction band states, and the shift �EVBM of the VBM
energy relative to the initial Hamiltonian denoted in parentheses.

Eg (eV) �E(�12′ − �1) �EVBM

Experiment 2.17 +0.45 –

GGA + U 0.72 +1.37 –
GW RPA(GGA + U ) 1.59 −0.28 +0.68
GW LF(GGA + U ) 0.93 −0.60 +1.18
GW LF + Vd(GGA + U ) 2.03 +0.66 −0.62

HSE 2.01 +0.51 –
G0W

RPA
0 (HSE) 1.91 −0.38 +0.62

GW RPA(HSE) 1.54 −0.56 +1.02

scGW RPA 2.38 +0.38 –

the energy self-consistent “GW ,” or the energy + wave func-
tion self-consistent “scGW” (Ref. 13) schemes.

The following trends are observed in Table II: The
GGA + U calculation underestimates Eg and overestimates
the energy difference �E(�12′ − �1) between the first and
the second conduction band, reflecting the typical errors in
local-density functionals. The quasiparticle energy calculation
in GWRPA(GGA + U ) leads to a band gap that stays well below
the experimental value, which is untypical for GWRPA that is
otherwise known for its small but systematic overestimation
of band gaps due to an underestimated dielectric constant in
RPA.11,14 Also, GWRPA leads to an inversion of the conduction
band ordering, now incorrectly placing �1 above �12′ . The
origin of these problems can be ascribed to a too high Cu-d
orbital energy, which causes an unusual upshift of the VBM
(�25′ ) energy relative to GGA + U (Table II). Due to the
above-described s-d intrasite hybridization also the �1 state is
strongly affected, causing the band energy inversion. (Note
that the energy of the Cu-p like �12′ state is remarkably
invariant and stays within a narrow 0.2 eV interval for all
Hamiltonians listed in Table II.94) The inclusion of local-field
effects further aggravates these inaccuracies. The effect of the
on-site potential Vd = –2.4 eV in the GWLF + Vd approach is
to lower both the �25′ and �1 states which have a strong Cu-d
character, hence restoring the correct band ordering and band
gap (cf. Table II). It should be noted that the inverted band
ordering was observed before in G0W

RPA
0 (GGA) (Ref. 28),

but not in G0W
RPA
0 (LDA) (Refs. 24,28), indicating that the

band ordering in GW can be rather sensitive on the character
of the wave functions.

Turning towards the HSE hybrid functional as initial
Hamiltonian, it is notable that the HSE calculation itself
gives a good agreement for both Eg and the conduction
band ordering, indicating a good description of the d-orbital
energies [note that, in contrast, the Zn-d band energy in
ZnO lies significantly too high in HSE (Ref. 27)]. In the
subsequent G0W

RPA
0 (HSE) and self-consistent GWRPA(HSE)

calculations, the band gap is reduced and the band ordering is
inverted, leading to a qualitatively wrong description similar
to the GWRPA(GGA + U ) result. Thus, the present findings
contradict the conclusion of Ref. 29, that the G0W0(HSE)
approach appropriately describes the electronic structure of
Cu2O. As seen by the GWRPA entries in Table II, the difference
between the GGA + U and HSE wave functions has only a
modest effect on the final results when the eigenenergies are
iterated to self-consistency.

Finally, considering the scGWRPA approach it is observed
that the self-consistency of the wave functions lowers the
Cu-d orbital energy, to a similar effect as the application of
the Vd potential, i.e., to lower both the �25′ and �1 states
relative to the �12′ state [cf. Fig. 3(a) (Ref. 94)], thereby
increasing the band gap and correcting the band ordering.
The slight overestimation of the band gap (cf. Table II) is as
expected for the RPA, indicating that the description of Cu2O
in scGW is consistent with that of main-group compounds.
The present result is in line with previous scGW calculations
for Cu2O.24,28 It is somewhat surprising that the change of
the wave functions in scGW relative to GGA + U causes
changes in Eg and �E(�12′ − �1) that are much larger and
in opposite direction compared to the changes due to HSE
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wave functions (cf. Table II). This observation implies that the
effect of scGW on the wave functions is qualitatively different
from that of the inclusion of Fock exchange in the HSE hybrid
functional. The success of scGW for Cu2O raises the question
of how far the scGW approach can overcome in general the
difficulties for transition metal compounds as described in
Sec. III above. Note, however, that self-consistency of the
wave functions did not resolve the problem of the too high
Zn-d energies in ZnO.13,37 Thus, a universal ab initio GW
approach for TM compounds is not yet available, and may
require addressing simultaneously a number of separate issues,
such as vertex corrections and excitonic effects, the use of
PAW potentials with improved scattering properties at high
energies, or the treatment of deeper semicore states as valence
electrons, all of which increase the computational overhead.
Coming at the expense of introducing one empirical parameter
per TM cation, the GWLF + Vd approach seems promising
for reasonably accurate and computationally feasible band-
structure predictions in TM compounds.

VI. CONCLUSIONS

The GW approximation has proven to be quite accurate
for band-structure calculations in main-group compounds,
but the consistent prediction of transition metal compounds
remains problematic. A range of different “flavors” of GW

are currently employed in the community, differing, e.g., in
the type of the Hamiltonian for the calculation of the wave
functions and initial single-particle energies, in the degree of
self-consistency, and in the approximation used to calculate
the screened Coulomb interaction. Thus, it is often possible
to find a GW scheme that describes well a given transition
metal compound, but predictions for novel materials that are
not yet characterized experimentally may not be reliable. For
the series of binary 3d transition metal oxides, a baseline
GW scheme was tested here, in which the GGA + U wave
functions are maintained, but the eigenenergies are iterated
to self-consistency, and W is calculated in the random-phase

approximation. This test revealed inconsistent results with
cases of both underestimation and overestimation of band gaps
compared to experiment. It remains to be seen which improve-
ments over this baseline GW scheme are ultimately needed to
achieve a consistent description of electronic properties across
a wide range of transition metal compounds. In the absence of
a single universal ab initio GW scheme that is proven to work
reliably for a wider range of transition metal compounds, the
present work made use of the observation that the average
d-orbital energy is the main issue, and utilized an on-site
potential for the transition metal d states to achieve agreement
with experimental band gaps. This approach should allow
for improved predictions for transition metal compounds.
The photovoltaic semiconductor Cu2O presents a particularly
delicate case, where a wrong ordering of the conduction bands
occurs in common GW approaches. The application of the
on-site potential for Cu-d has been shown not only to give the
correct band gap, but also to provide a consistent description of
the band ordering, the dielectric function, and the absorption
spectrum, which is a prerequisite for reliable predictions in the
context of solar energy applications.
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