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Measurement of photoluminescence spectral linewidth of a GaAs quantum well in perpendicular
electric fields: Evidence of a crossover from trions to an electron-hole gas
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By measuring the photoluminescence linewidth of a GaAs quantum well under perpendicular electric fields,
we have traced the variation of the effective radius a∗ of a charged exciton (trion) as a function of electron density.
The a∗ increases sharply above a critical density ns = 2 × 1014 m−2, which is consistent with the decrease of the
screening length predicted by nonlinear-screening theory. Our analysis shows that the crossover from trions to the
two-dimensional electron gas plus hole is generated by Coulomb screening in the high-electron-density regime,
eliminating the possible mechanism by the trion localization effect due to the single-electron localization.
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The electron-hole system in semiconductors has been
providing intriguing subjects for study in the field of condensed
matter physics for years. Interactions among electrons and
holes generate various interesting phenomena, such as the
exciton-Mott transition,1 that have attracted theoretical and
experimental interest.2–6 A charged exciton (or trion),7 a bound
state of two electrons and a hole mediated by the Coulomb
interaction, is the most stable state in the charge-imbalanced
system formed in a semiconductor quantum well (QW).8 In the
high-electron-density regime, the system is regarded as a two-
dimensional electron gas plus a hole (2DEG-h) state, which
has also been extensively studied for decades.9 The crossover
between trions and 2DEG-h states has been theoretically
predicted,10 although the role of disorder in the crossover
was not clarified. Experimentally, the crossover between trions
and the 2DEG-h state in modulation-doped GaAs QWs has
been reported,11,12 where the crossover was characterized as
an abrupt change in the spectrum as the electron density
was modulated. A near-field optical measurement using a
modulation-doped sample with a spacer width of 37.5 nm
directly confirmed that there were no large clusters of electrons
and the electrons are singly localized in separated potential
valleys.11 Yusa et al.12 showed a sharp onset of the excitonic
absorption at the critical electron density nc = 2.5 × 1014 m−2

and pointed out the role of electrostatic potential fluctuation.
The electron-density regime where the crossover of the bound
to unbound states occurs often overlaps the electron-density
regime for the localized-delocalized transition.

To examine the intrinsic mechanism of the crossover,
it is desirable to separate the crossover and the electron
localization regimes. A gated undoped GaAs QW sample is
suitable for this purpose since the length scale of the potential
fluctuation is significantly larger than that of a modulation-
doped QW sample. This enables us to investigate the crossover
between trions and 2DEG-h states separated from the electron
localization effect. Actually, in a previous paper,13 photolumi-
nescence (PL) spectra with changing electron density clearly
identified three distinct regimes, i.e., the single-electron-
localization regime, the nonlinear-screening regime, and the
linear-screening regime. In this Rapid Communication, we
show that the crossover from trions to the 2DEG-h occurs
in the nonlinear-screening regime at a density much higher

than the critical density for the single-electron delocalization.
Our observation unambiguously reveals that the crossover is
generated purely by the variation of screening length of the
Coulomb interaction between electrons and a hole, irrelevant
to trion localization due to the single-electron localization.

We used a molecular-beam-epitaxy grown 20-nm GaAs
QW sandwiched by undoped Al0.2Ga0.8As barriers as shown
in Fig. 1(a). A semitransparent Ti/Au film of 15-nm total
thickness deposited on the surface and a heavily n-doped GaAs
wafer were used as front and back gates, which were separated
by 250 nm and 620 nm from the QW, respectively. AuGeNi was
alloyed to provide an ohmic contact to the QW.14 The electron
density and electric field can be controlled independently by
tuning the front- and back-gate voltages. Due to the large
distance between the surface and the QW, the electrostatic
potential fluctuation has a remarkably large length scale of
250 nm, which is much larger than the trion effective radius
a∗

0 . a∗
0 has been derived to be 1215 and 24 nm16 for 20-nm GaAs

QW by using different definitions. The PL measurements
were performed at 100 mK in a dilution refrigerator. The
laser light was introduced to the sample surface through an
optical fiber at an excitation power density of <1 mW/cm2 at
800.0 nm (1.5498 eV). In this condition, the trion density is
much smaller than the electron density and we can neglect the
interaction between photoexcited particles, such as the trion-
trion interaction. The PL was collected with the same fiber and
dispersed with a 1-m monochromator and detected by a liquid
nitrogen-cooled charge-coupled device. The electron density
was estimated from the PL anomaly at the integer quantum
Hall state ν = 1 in several magnetic fields (see Ref. 17 for
details) by fitting to a linear function of Vb and Vf

18 given
by the equation ne = 0.99 × 1015[Vb − (1.89 − 2.65Vf )]. We
independently measured the capacitance between the back gate
and the QW, and the estimated electron density was in good
agreement with the above equation. The above linear function
can be extrapolated to lower density,17 and the electron
density possibly deviates from the above equation only below
1.0 × 1014 m−2 because of residual charges supplied from the
barrier layers.

Before describing the experimental results, we consider
how potential fluctuations affect the electron states as the
electron density is changed. As originally discussed by Efros,19
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FIG. 1. (Color online) (a) Schematic of the layer structure of the sample. (b)–(e) PL spectra for different electric fields at ne < 1.0 × 1014 m−2

and ne = 2.0,4.0,8.0 × 1014 m−2. A common base curve due to the emission from the substrate was subtracted. Electric fields F ∗ are evaluated
from the shift of PL emission energy (see text). (f) The PL peak emission energy as a function of Vf .

electrons are induced at the semiconductor heterointerface
inhomogenously at low electron density because of the
existence of the electrostatic potential fluctuations Vremote

originating from the remote ion layer. Vremote is characterized
by two parameters: the spatial length scale s and the charge
density ni of the remote ion layer. In our sample, s = 250 nm
and ni = 2.0 × 1016 m−2 were estimated from the geometry
and the position of the capacitance peak, respectively.13

The phase of electron states in the electrostatic disorder
potential is separated by three critical electron densities: the
single-electron localization density nsel = 1/s2, the percola-
tion density np = 0.12

√
ni/s, and the linear screening density

nls = 0.5
√

ni/s.20 nsel represents the maximum density at
which the single electron can occupy the individual potential
valleys. np corresponds to the density at which the electron
puddles percolate in the two-dimensional (2D) plane and
where half of the 2D plane is covered with electrons. Above nls,
the entire area of the 2D plane is covered with electrons. Note
that, if s−1 � 0.12

√
ni , the electron state transits directly from

the single-electron localization to high-density 2DEG. This

is the case for a modulation-doped GaAs QW with a short
spacer width. In our sample, we estimate nsel = 2 × 1013 m−2,
np = 6.8 × 1013 m−2, and nls = 2.8 × 1014 m−2. Then the
nonlinear screening regime with the electron puddle states is
expected to emerge as electron density changes, where the
crossover of the excitonic bound state to the unbound 2DEG-h
state is expected to occur.

In discussing the spatial randomness, three kinds of disorder
source are to be considered.21,22 One is the electrostatic random
potential Vremote as mentioned above. Although Vremote affects
the 2DEG state and depends strongly on the electron density,
the contribution of Vremote to the PL emission energy is small in
our sample because the spatial length scale of this fluctuation
s(= 250 nm) is much larger than the X− radius and the
random energy shift cancels out in the emission energy after
the electron-hole recombination. As a second source, it has
been reported recently that the potential due to background
impurities in the barrier layer plays an important role in trion
localization.22 The third source of disorder potential is the
monolayer fluctuation of the QW width, which directly affects
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the X− emission energy. This energy shift W (i) in the QW is
written by

W (i) = �(i) + E
(i)
QCSE (i = e,hh), (1)

where �(i) is the confinement potential energy for electron
(i = e) or heavy hole (i = hh) given by �(i) = h̄2π2/2m∗

i L
2
z

if an infinite barrier is assumed, and an additional energy
shift EQCSE is caused by the quantum confined Stark effect
(QCSE) when perpendicular electric fields are applied.23

Unlike the first two cases, the emission energy shift due to the
monolayer fluctuation of the QW width strongly depends on
the perpendicular electric field. The perturbation calculation
gives an analytical form of the EQCSE

24 as

E
(i)
QCSE = −C

(
m∗

i e
2F 2L4

z

) /
h̄2, (2)

where C is a numerical constant. This potential fluctuation
can be expanded by the deviation from the averaged well width
�Lz (ρ) = Lz (ρ) − Lz, where ρ = (x,y) is the 2D coordinate
in the QW plane and Lz is the spatially averaged width. By
introducing the relative and center-of-mass coordinates, the
center of the mass Schrödinger equation for X− is given by{

h̄2

2M
�R + � (R) − εα

}
ψα (R) = 0, (3)

where M = 2m∗
e + m∗

hh and � is the potential for the center of
mass. The variance of � (R) due to the well-width fluctuation
is averaged within the extent of the relative motion. Therefore,
the broadening of the X− emission spectrum can be derived
using the similar method in Ref. 25 as

σ 2 = 〈
�L2

z

〉 a2
i

A1

(
dW

dLz

)2

, (4)

where W is the sum of W (i) for the electron and hole that are
annihilated in the PL emission process, ai refers to the island
size determined by the growth process, and A1 = ∫

d2ρ φ (ρ)4

is the statistically relevant area of the X−. Assuming 2D
exponential wave function φ(ρ) =

√
2/πa∗2 exp (−ρ/a∗) (a∗

is the trion radius) for the relative motion of X−, A1 is given
as πa∗2. By substituting Eq. (2), we finally obtain the relation

σ = 2 〈|�L|〉
L̄

ai√
πa∗

(
2EQCSE|Lz=L̄z

+ �̄
)

= 4〈|�L|〉
L̄

ai√
πa∗ �ε + σ0, (5)

where �ε = EQCSE|Lz=L̄z
is the energy shift caused by the

QCSE and σ0 = (2 〈|�L|〉/L̄)(ai/
√

πa∗)�̄ represents the
inhomogeneous linewidth at F = 0. Note that the coefficient
of �ε in Eq. (5) is inversely proportional to a∗ and then the
PL broadening σ can be a good measure of the spatial extent
of the X−.

Now we shall see how the PL spectra change as a function of
the electron density (see Supplemental Material26). Figure 1(b)
shows the PL spectra at a fixed electron density plotted in the
same panel for effective electric fields F ∗ determined from
the shift of PL emission energy.27 Two peaks observed at low
electron density in Fig. 1(b) are the emission by X0 and X−.
At higher electron density, in Figs. 1(c), 1(d), and 1(e), X0

emission disappears and a single emission band of X− or
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FIG. 2. (Color online) PL linewidth plotted as a function of PL
energy shift �ε for different electron densities.

2DEG-h remains. Figure 1(f) shows the Vf dependence of the
PL energy shift for X− (or 2DEG-h) for fixed ne. The PL
emission energies largely shift when Vf is applied regardless
of the electron density, which implies that the perpendicular
electric fields are effectively applied even at finite electron
density and the observed energy shift is mostly due to the
QCSE. Therefore, we reasonably assume �ε = ε − ε(0) is
the shift caused by the QSCE, where ε(0) = 1.5265 eV is the
PL emission energy at F = 0.

Figure 2 shows the full width at half maximum of X−
(or 2DEG-h) spectrum � plotted as a function of the emission
energy shift �ε. In the low-density regime ne < 4 × 1014 m−2,
the curves can be fit well by � = α�ε + β. The change of �

with �ε is due to the enhancement of the linewidth caused
by the QCSE as derived in Eq. (5). At the lowest electron
density, we obtained α = −1.83 × 10−2 and β = 0.375 meV.
Substituting the value of α and �̄ = �̄e + �̄hh = 0.016 eV
in Eq. (5), we can estimate the inhomogeneous linewidth
due to the monolayer fluctuation σ0(=α

2 �̄) = 0.146 meV
and the residual linewidth including homogeneous linewidth
β − σ0 = 0.229 meV for F = 0. The mixing line shape of
inhomogeneous and homogeneous linewidth is consistent with
the line shape of X− at F = 0 in the low-electron-density
regime, which can be fit by the Voigt function with a mixed
line shape of Gaussian and Lorentzian. In the higher-density
regime ne > 4 × 1014 m−2, on the other hand, the linewidth
does not change linearly against �ε. This implies that our
simplified model Eq. (5) no longer holds for higher density
and the PL spectrum is highly affected by the change in
the electron states. Here, it is interesting that the linewidth
decreases with increasing electric field in the intermediate
regime 4 × 1014 < ne < 5 × 1014 m−2. With a further increase
in the electron density, ne > 6 × 1014 m−2, the electric-field
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FIG. 3. (Color online) Electron-density dependence of α, which
is the slope of the PL linewidth against the PL energy shift.
Corresponding trion radius a∗ is displayed on the right axis (see
text). Top axis indicates rs . Inset: screening length evaluated from the
nonlinear screening theory using our sample parameters.

dependence of the PL linewidth becomes small where the
PL spectrum shows a typical 2DEG-h signature with a Fermi
energy and the band edge depending on the electron density.

The electron-density dependence of α is plotted in Fig. 3.
This plot is the central result of the present paper. |α| (and then
1/a∗) is nearly constant for low density and suddenly drops at
ne = 2 × 1014 m−2. This behavior can be explained in terms of
the electron-density dependence of the screening length. The
nonlinear screening theory predicts the screening length:28

d∗ = aB

4
+ dex + dcor + ddis. (6)

The first term is due to the single-particle density of states. The
second and third terms correspond to the exchange interaction
and correlation of the 2DEG. dex and dcor contribute negatively

in low electron density.29 In the low-electron-density limit, a
positive contribution of the disorder term ddis overcomes the
negative contribution and d∗ increases rapidly as the electron
density decreases.13,20 The screening length evaluated from the
nonlinear screening theory for our sample is shown in the inset
of Fig. 3. We see a clear correspondence between the drop of α

at ne = 2 × 1014 m−2 and the rapid decrease of d∗ across the
scale of a∗

0 . For ne < 2 × 1014 m−2, d∗ is larger than a∗ and
then X− cannot be screened by the 2DEG and thus a∗ ∼ a∗

0 ,
which explains the insensitivity of α. When d∗ is decreased to
the scale of a∗

0 , the 2DEG starts screening the binding energy
of X−, resulting in the increase of a∗. From this result, we can
estimate the electron-density dependence of the trion radius
displayed on the right axis in Fig. 3 in the unit of 1

a∗
0
, where we

assumed that α = −1.8 × 10−2 corresponds to a∗
0 . This

analysis gives strong evidence that the crossover of the X−
and 2DEG-h state is mediated by the screening of the binding
energy by the 2DEG in the density 2 × 1014 < ne < 4 ×
1014 m−2. As shown in Fig. 3, this crossover occurs in a narrow
range of the density parameter rs between 3 and 4, which is
much larger than the values previously reported for the Mott
transition in a charge neutral system.4 The density regime 4 ×
1014 < ne < 5 × 1014 m−2, where the �ε dependence of �

shows negative dependence, corresponds to the regime where
d∗ becomes negative. In this regime, the exchange interaction
and correlation of the 2DEG is important. The observed nega-
tive slope in Fig. 2(b) may be associated with the negative com-
pressibility of the highly correlated electron system. To the best
of the authors’ knowledge, no theoretical prediction is avail-
able for the optical properties in the negative compressibility
regime, and this will be an interesting subject in the future.

In summary, we have measured the electric-field depen-
dence of the PL linewidth as a function of the electron density.
The slope |α| of the linewidth against the electric field reflects
the spatial extent of the internal motion of X− states. We found
that |α| is almost constant at ns < 2 × 1014 m−2 and decreases
at 2 × 1014 < ns < 4 × 1014 m−2. This clearly indicates that
the extended 2DEG screens the binding energy of X− and
generates the crossover between X− and 2DEG-h.
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