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We investigate magnetic-field-influenced time-dependent transport of Coulomb interacting electrons through
a two-dimensional quantum ring in an electromagnetic cavity under nonequilibrium conditions described by a
time-convolutionless non-Markovian master equation formalism. We take into account the full electromagnetic
interaction of electrons and cavity photons. A bias voltage is applied to semi-infinite leads along the x axis,
which are connected to the quantum ring. The magnetic field is tunable to manipulate the time-dependent electron
transport coupled to a photon field with either x or y polarization. We find that the lead-system-lead current is
strongly suppressed by the y-polarized photon field at magnetic field with two flux quanta due to a degeneracy
of the many-body energy spectrum of the mostly occupied states. On the other hand, the lead-system-lead
current can be significantly enhanced by the y-polarized field at magnetic field with half-integer flux quanta.
Furthermore, the y-polarized photon field perturbs the periodicity of the persistent current with the magnetic field
and suppresses the magnitude of the persistent current. The spatial and temporal density distributions reflect the
characteristics of the many-body spectrum. The vortex formation in the contact areas to the leads influences the

charge circulation in the ring.
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I. INTRODUCTION

Quantum interference phenomena are essential when de-
veloping quantum devices. Quantum confined geometries
conceived for such studies may consist of which-path
interferometers,’> coupled quantum wires,>* side-coupled
quantum dots,>® or quantum rings.”® These coupled quan-
tum systems have captured interest due to their potential
applications in electronic spectroscopy tools’ and quantum
information processing.!” Furthermore, the magnetic flux
through the ring system can drive persistent currents'' and
lead to the topological quantum interference phenomenon
known as the Aharonov-Bohm (AB) effect.!>'® Both, the
persistent current and ring conductance show characteristic
oscillations with period of one flux quantum, ®y = hc/e. The
free spectrum of the one-dimensional quantum ring exhibits
level crossings at half-integer and integer multiples of ®.!7!8
The persistent current dependence on the magnetic field'® and
electron-electron interaction strength?” has been investigated
adopting a two-dimensional quantum ring model with analyt-
ically known noninteracting properties.?! Varying either the
magnetic field or the electrostatic confining potentials allows
the quantum interference to be tuned.??

There has been considerable interest in the study of elec-
tronic transport through a quantum system in a strong system-
lead coupling regime driven by periodic time-dependent
potentials,>*~2¢ longitudinally polarized fields,>’~>° or trans-
versely polarized fields.>*3! On the other hand, quantum trans-
port driven by a transient time-dependent potential enables
development of switchable quantum devices, in which the
interplay of the electronic system with external perturbation
plays an important role.*=3 These systems are usually oper-
ated in the weak system-lead coupling regime and described
within the wide-band or the Markovian approximation.’®-33
Within this approximation, the energy dependence of the
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electron tunneling rate or the memory effect in the system are
neglected by assuming that the correlation time of the electrons
in the leads is much shorter than the typical response time of the
central system. However, the transient transport is intrinsically
linked to the coherence and relaxation dynamics and cannot
generally be described in the Markovian approximation. The
energy-dependent spectral density in the leads has to be
included for accurate numerical calculation.

In order to explicitly explore the transport dynamics with
the electron-photon coupling and the transient system-lead
coupling, a non-Markovian density-matrix formalism involv-
ing the energy-dependent coupled elements should be consid-
ered based on the generalized master equation (GME).*#
How to appropriately describe the carrier dynamics under
nonequilibrium conditions with realistic device geometries
is a challenging problem.**** More recently, manipulation
of electron-photon coupled quantum systems embedded in
an electromagnetic cavity has become one of the most
promising applications in quantum information processing
devices. Utilizing the giant dipole moments of intersubband
transitions in quantum wells***® enables researchers to reach
the ultrastrong electron-photon coupling regime.*’™° In this
regime, the dynamical electron-photon coupling mechanism
has to be explored beyond the wide-band and rotating-wave
approximations.’®? Nevertheless, time-dependent transport
of Coulomb interacting electrons through a topologically
nontrivial broad ring geometry in an electromagnetic cavity
with quantized photon modes remains unexplored beyond the
Markovian approximation.

In the present work, we explore the transient effects of
electronic transport through a broad quantum ring in a linearly
polarized electromagnetic cavity coupled to electrically biased
leads. This electron-photon coupled system under investiga-
tion can be manipulated by tuning the applied magnetic field
and the polarization of the photon field. A time-convolutionless
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(TCL) version of the GME is utilized to project the time
evolution onto the central system by taking trace with respect
to the operators in the leads.>>> We demonstrate the transient
transport properties by showing the many-body (MB) energy
spectra, the time-dependence of the electric charge, the
magnetic-field dependence of the total charge current with (w)
or without (w/o0) photon cavity, the charge density distribution,
the normalized current density distribution and the local
current coming from an occupation redistribution of the MB
states in the central quantum ring system.

The paper is organized as follows. In Sec. II, the theoretical
model is described. The electron system is embedded in an
electromagnetic cavity by coupling a many-level electron
system with photons using the full photon energy spectrum of a
single cavity mode. In Sec. III, we show the numerical results
for the dynamical transient transport properties for different
magnetic field and photon field polarization. The influence of
the photon field polarization on the magnetic field dependence
of the lead-system-lead and persistent current is illustrated in
detail and connected with the properties of the many-body
spectrum. It is further shown how the photon field influenced
many-body spectrum affects the spatial charge arrangement
and flow inside the ring. Concluding remarks will be presented
in Sec. IV.

II. MODEL AND THEORY

In this section, we describe the central system potential Vg
for the broad quantum ring and its connection to the leads.
The electronic ring system is embedded in an electromagnetic
cavity by coupling a many-level electron system with photons
using the full photon energy spectrum of a single cavity
mode. The central ring system is described by an MB system
Hamiltonian A with a uniform perpendicular magnetic field
in which the electron-electron interaction and the electron-
photon coupling to the x- or y-polarized photon field is explic-
itly taken into account. We employ the TCL-GME approach
to explore the nonequilibrium electronic transport when the
system is coupled to leads by a transient switching potential.

A. Quantum ring connected to leads

The system under investigation is a broad quantum ring
connected to left and right leads [ € {L,R} with identical
parabolic confining potentials

Vi(r) = im*Qgy? (1

in which the characteristic energy of the confinement is 22y =
1.0meV and m* = 0.067m, is the effective mass of an electron
in GaAs-based material.

The quantum ring is embedded in the central system of
length L, = 300 nm situated between two contact areas that
will be coupled to the external leads, as is depicted in Fig. 1.
The system potential is described by

6
1
Vsr) = ) Viexp{—lBu(x — xo)” = (Byiy)’} + Sm"2y”,

i=1
©))

with parameters from Table I.
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FIG. 1. (Color online) Equipotential lines in the central ring
system connected to the left and right leads. Note that the isolines are
refined close to the bottom of the ring structure.

B. Central system Hamiltonian

The time evolution of the closed system with respect to
t=0,

Us(t) = exp ( - %ﬁsr) 3)

is governed by the MB system Hamiltonian>®

2
As = / dr W(r)[i{f—.’v + Z1A@) + Aph(r)]}
2m* | i c
+ vs<r>]x/?<r> + H.. +hod'a. )

The first term includes a constant magnetic field B = Bz,
in Landau gauge being represented by A(r) = —Byx. The
second term is the exactly treated electron-electron interaction

e = f Pr / Lri O O WVeer W EW @, ()

where

62

Vee(r:r/) = (6)
S

with e > 0 being the magnitude of the electron charge and n =
1.0 x 107! nm being a numerical regularization parameter. In
addition, the last term in Eq. (4) indicates the quantized photon
field, where a and a' are the photon annihilation and creation
operators, respectively, and Ziw is the photon excitation energy.
The photon field interacts with the electron system via the
vector potential

e., TEo,

APhiy — Aca oAt
A (r)_A(a+a){ey’ TE o1, 7

TABLE 1. Parameters of the central region ring potential.

i Vi (meV) B.i (nm™) xo (nm) Byi (nm™")
1 9.6 0.014 150 0

2 9.6 0.014 —150 0

3 11.1 0.0165 0 0.0165

4 —4.7 0.02 149 0.02

5 —4.7 0.02 —149 0.02

6 —4.924 0 0 0
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for a longitudinally polarized (x-polarized) photon field
(TEp;;) or a transversely polarized (y-polarized) photon
field (TE;o;). The electron-photon coupling constant gtM =
eAa, 2, /c scales with the amplitude A of the electromagnetic
field. For reasons of comparison, we also consider results
without photons in the system. In this case, AP(r) and hwa'a
drop out from the MB system Hamiltonian in Eq. (4).

C. Time-convolutionless generalized master equation approach

The TCL-GME> is an alternative non-Markovian master
equation to the Nakajima-Zwanzig (NZ) equation,’’~%" which
is local in time. We assume that the initial total statistical
density matrix can be written as a product of the system and
leads density matrices, before switching on the coupling to the
leads,

W(0) = pr ® pr ® ps(0), ®)

with p;, [ € {L,R}, being the normalized density matrices
of the leads. The coupling Hamiltonian between the central
system and the leads reads

Ar= Y [da O @C+EE@n. ©

I=L,R

Here, CA‘; , is the electron creation operator for state g and lead
[ and

gy =Y 1Bl Y T),@IClIB) (10)
73} a

with the creation operator C’Z for the single-electron state (SES)
a in the central system, i.e., the eigenstate a of the first term of
Eq. (4) with Aph(r) = 0. The coupling is switched on att = 0
via the switching function

2

l
H=1-———
x'(®) 1

1D
with switching parameter o. Equation (10) is written in
the system Hamiltonian MB eigenbasis {|a)}. The coupling

tensor>°

Ty, = /Q g d*r /Q l d*r' Y ()gl, ey (12)

couples the extended lead SES {,,(r)} with energy spectrum
{el(q)} to the system SES {was(r)} with energy spectrum {E,}
that reach into the contact regions,59 Q’S and €2;, of system and
lead [, respectively, and

8hy(r.1) = ghexp[—8.(x — x')* = 8L(y — ¥')’]

_|Ea— 6’(q)|]

(13)
A

X exp[

Here, gf) is the lead coupling strength. In addition, 8! and
8’y are the contact region parameters for lead / in x and y
directions, respectively. Moreover, AIE denotes the affinity
constant between the central system SES energy levels {E,}
and the lead energy levels {€! (q)}-

In this work, we derive the TCL-GME? in the Schrodinger
picture. In this picture, the reduced density operator (RDO) of
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the system,
ps(t) = TrL Trg[W(), (14)
evolves to second order in the lead coupling strength in time

via

ps(1) = —,’fl[ﬁls,ﬁs(rn - [ > f dg (£(9),Q'(q.0)ps(1)

I=L.,R
— FIE@UAs (), R (q.0)) + H.C.] (15)
with

N 1 ] R R s
Qlg.n = h—zx’a) exp [ - ,f;re’(q)} Us(HIT'(q,0)U(1),
(16)

M'(g.1) = /0 dr’ {exp [%t’e%q)}x’(t/)l?;*(t’)i’*(q)ﬁs(ﬂ)},
(17)

and f(E) being the Fermi distribution function.
Comparing this equation to the corresponding NZ
equation,>’~°

. [N
p5 (0 = —=[Hs.p5"(1)]

- { > f dq [¥(q).Q' (q.0)] +H.C.} (18)
I=L,R
with

Qg1 = lzXl(t)Us(f) / dr’ { exp [50’ - r)e’(q)}
h 0 h

x x%r/)ﬁI(q,t’)}ﬁ;(r) (19)
and
(g1 = 05 (8 (@)Y
— fIE@QUp AN () Ust),  (20)

we note that we reobtain the TCL equation, if we set

pYAE) = Ukt — thps)Us(e — 1), 1)

in Eq. (20) [which enters the kernel of Eq. (18)], but let
ﬁSNZ(t) = ps(t) in the first term of Eq. (18). In other words, in
the Schrodinger picture, the NZ kernel takes the central system
time propagated RDO (which lets it become convoluted),
while the TCL kernel takes just the unpropagated RDO. The
deviation between the two approaches is therefore only of
relevance when the central system is far from a steady state and
when the coupling to the leads is strong. It is our experience
that the positivity conditions®' for the MB state occupation
probabilities in the RDO are satisfied to a higher system-lead
coupling strength in the TCL case. The more involved quantum
structure demands a stronger system-lead coupling than in our
earlier work.>® The numerical effort of the two approaches is of
similar magnitude. Both cases allow for a #-independent inner
time integral over #’, which can be integrated successively
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with increasing ¢ (increasing integration domain).%> The RDO
is inside (NZ) or outside (TCL) of the inner time integral, but
the required number of matrix multiplications is equal.

III. NONEQUILIBRIUM TRANSPORT PROPERTIES

In this section, we investigate the nonequilibrium electron
transport properties through a quantum ring system, which
is situated in a photon cavity and weakly coupled to leads.
We assume GaAs-based material with electron effective mass
m* = 0.067m, and background relative dielectric constant
k = 12.4. We consider a single cavity mode with fixed
photon excitation energy iw = 0.4 meV. The electron-photon
coupling constant in the central system is g™ = 0.1 meV.
Before switching on the coupling, we assume the central
system to be in the pure initial state with electron occupation
number N, iyix = 0 and photon occupation number Np it = 1
of the electromagnetic field.

An external perpendicular uniform magnetic field is applied
through the central ring system and the lead reservoirs. The
area of the central ring system is A &~ 2 x 10* nm? so that the
magnetic field corresponding to the flux quantum @ is By =
®y/A =~ 0.2 T. The temperature of the reservoirs is assumed
to be T = 0.5 K. The chemical potentials in the leads are
pur =2 meV and pug = 0.9 meV leading to a source-drain
bias window A = 1.1 meV. We let the affinity constant A}, =
0.25 meV to be close to the characteristic electronic excitation
energy in x direction. In addition, we let the contact region
parameters for lead [ € {L,R} in x and y directions be (Si =
8! =4.39 x 10~* nm2. The system-lead coupling strength
g = 0.2058 meV nm /2.

There are several relevant length and time scales that
should be mentioned. The two-dimensional magnetic length
is [ = [ch/(eB)]"/? = 25.67[B(T)]""/?> nm. The ring system
is parabolically confined in the y direction with characteristic
energy 12y = 1.0 meV leading to a modified magnetic length
scale

o2 1
ay =
<m*90) J1 4+ [eB/(m*cQ0)]1?

74
= 33.7 nm. (22)

J1+2.982[B(T)]?

Correspondingly, the system-lead coupling strength is then
géai)/z = 39.85 meV for magnetic field B=0.1 T and

glay/> =38.22 meV for magnetic field B = 0.225 T. The
time scale for the switching on of the system-lead coupling
is (a/)~! = 3.291 ps, the single-electron state (1ES) charging
time scale tigs ~ 30 ps, and the two-electron state (2ES)
charging time scale s >> 200 ps described in the sequential
tunneling regime. We study the transport properties for 0 <
t < Typs, when the system has not yet reached a steady state.

In order to understand the nonequilibrium dynamical
behavior of the charge distribution in the system, we define the
time-dependent magnitude of charge on the left part (x < 0)
of the ring,

0 o0
o= [, ax [ avowa. @3)

PHYSICAL REVIEW B 87, 035314 (2013)

and the time-dependent magnitude of charge on the right part
(x > 0) of the ring

Ly
-5 o0
ofw= [ "ar [ ayown. 4
0 —00
The space- and time-dependent charge density,
p(r,1) = Tr[ps()p(r)], (25)
is the expectation value of the charge density operator
p(r) = ey ()i (). (26)

In order to explore the magnetic field influence on the
charge currents from and into the leads, we define the charge
current from the left lead into the system by

IL(1) = Te[ p5 () 0] . 27

Here, Q = eN is the charge operator with number operator N
and the time derivative of the RDO in the MB basis due to the
coupling to the lead [ € {L,R}:

P(t) = / dq [T(9),(Q(q,1)ps(1)

— I @Hps),Q'(¢.0ON] + Hee..  (28)

Similarly, the charge current from the system into the right
lead can be expressed as

Ir@) = —Tr[pEON]. (29)

To get more insight into the local current flow in the ring
system, we define the top local charge current through the
upper arm (y > 0) of the ring

Liop(1) = / dy ju(x =0,y,1) (30)
0

and the bottom local charge current through the lower arm
(y < 0) of the ring

0
Iroom(t) = f dy ju(x = 0.y,1). 31)
—0Q
Here, the charge current density,
, JR) .
jen =" = Tr[ps()j(0)], (32)
.]y(r’t)

is given by the expectation value of the charge current density
operator,

J@) =3, (@) + Ja(r), (33)

decomposed into the paramagnetic charge current density
operator,

o h . ~ ~ ~
i@ = ;—{vﬁ @IVE®] = (VI @@}, (34

mi

and the diamagnetic charge current density operator,

ja®) =0 + 7). (35)

The latter consists of a magnetic component,

2
jree(ry = %Amw @) (x), (36)
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and photonic component,

2
N e . N .
§'0 = — AP g ). (37)
Furthermore, to understand better the driving schemes of the
dynamical transport features, we define the total local charge
current

Iy(t) = Itop(t) + Tyorom(?) (38)
and circular local charge current
La(1) = 5 iop(") = Thoom(D)]- (39)

Below, we shall explore the influence of the applied magnetic
field and the photon field polarization on the nonequilibrium
quantum transport in terms of the above time-dependent
charges and currents in the broad quantum ring system
connected to leads.

A. Photons with x polarization

In this section, we focus on our results for x-polarized
photon field. Figure 2 shows the MB energy spectrum of
the system Hamiltonian Hy including the electron-electron
and electron-photon interactions. The MB-energy levels are
assigned different colors according to their electron content
N,. The bias window (solid black lines) contains (u; —
URr)/(hw) zero-electron states (green dots) and several SESs
(red dots). However, even in the sequential tunneling regime,
SESs outside the bias window can contribute to the transport
due to the photon perturbation and the time dependency of
the coupling to the leads. In order to estimate the energetic

3.5

25

1.5

MB-energy (meV)

0.5 i

0 1 1 1 1 1 1 1
0 01 02 03 04 05 06 07 08 09 1

B(T)

FIG. 2. (Color online) MB energy spectrum of system Hamil-
tonian Hs vs magnetic field B in units of tesla (T). The states are
differentiated according to their electron content N,: zero-electron
states (N, = 0, OES, green dots), single-electron states (N, = 1, 1ES,
red dots) and two-electron states (N, = 2, 2ES, blue crosses). The
photon field is x polarized.
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FIG. 3. (Color online) Switching function x'(#) (solid red),
charge of all 1ES for B = 10~ T (long-dashed green) and B = 1.0
T (short-dashed blue), and charge of all 2ES for B = 107> T (dotted
purple) and B = 1.0 T (dash-dotted cyan) as a function of time. The
photon field is x-polarized.

capability of the two electron states (2ES, blue crosses) to
contribute to the transport, their energy difference to the SES
has to be considered. This energy difference can fall into the
bias window.

Our specific ring geometry has two main effects on the
spectrum. First, the rotation symmetry violation due to the
contact regions leads to avoided crossings at integer flux quanta
leaving only the half-integer flux quanta crossings. For the
latter, wave functions of odd and even quantum numbers of
magnetic moment'® cross, which therefore have opposite and
equal phases at the contact regions, respectively, thus leaving
them uninfluenced by the rotation symmetry violation. It can
be seen from an analysis of the wave functions with magnetic
flux that the magnetic moment remains unchanged and clearly
defined for the crossings at half-integer flux quantum, while
a gradual change in the magnetic moment quantum number
by an even number is observable at the avoided crossings.
Second, the finite ring width allows for small state-dependent
variations of the crossing period By.

Figure 3 illustrates the central region charging of 1ES
and 2ES as a function of time. It demonstrates the earlier
mentioned time scales (¢/)~! = 3.291 ps, Ties ~ 30 ps and
Tps > 200 ps. The 2ES are occupied slower than the 1ES
indicating the sequential tunneling processes and the 2ES
energetic shift by the Coulomb interaction. The effect is more
pronounced for higher magnetic field due to the larger energy
difference of the 2ES with respect to the 1ES (see Fig. 2). The
total charging has slowed down by more than one order of
magnitude around ¢t = 200 ps.

In Fig. 4, we show the current from the left lead into the ring
system [, (solid red curve) and the current from the ring system
to the right lead /¢ (long-dashed green curve) as a function of
magnetic field at time ¢t = 200 ps. The similar values of I, (B)
and Iz(B) indicate the slow down in the total charging. We
see clear oscillations of the current with period By =~ 0.2 T:
the first minimum current at B = 0.1 T corresponds to the
situation of a half-flux quantum, while the maximum current
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FIG. 4. (Color online) The left charge current I, (solid red) and
the right charge current /; (long-dashed green) vs the magnetic field
with (w) x-polarized photon field at + = 200 ps. For comparison:
left charge current I, (short-dashed blue) and right charge current
I (dotted purple) in a purely electronic central system, i.e., without
(w/0) photon cavity.

at B =0.225 T is corresponding to the case of one flux
quantum. Although the oscillations could be classified as
being of Aharonov-Bohm (AB) type,'>~'# modifications by the
electron-electron correlation effects and the nonequilibrium
situation may not be neglected. In addition, the electron-photon
coupling suppresses the constructive interference of AB phases
in the integer flux quantum situation as can be seen from a
comparison with the purely electronic system results in Fig. 4
(short-dashed blue and dotted purple curve).

In Fig. 5, we illustrate the normalized charge current
density vector field j(r,) in the central quantum ring system
in the long-time response regime ¢ = 200 ps, i.e., when the
2ES get charged. For magnetic field B =0.1 T, a clear
counterclockwise vortex located close to the left lead can
be found dominating the current flow pattern in the central
ring system as shown in Fig. 5(a).'® The vortex circulation
direction is determined by the Lorentz force, while the vortex
area is too small to see effects of the threaded magnetic flux.
It is important to realize that the vortex circulation direction
in combination with the geometrical position of the vortex
and the current continuity condition, favors clockwise current
direction for the ring system. For magnetic field B = 0.225 T,
the counterclockwise vortex appears relatively weak being
present at both left and right lead connection areas as shown in
Fig. 5(b), while the total local current through the whole central
system from the left to the right lead is large. Additionally, for
a later comparison with the y-polarized photon field, Fig. 5(c)
shows the current density for B = 0.425 T (two flux quanta),
which is similar to Fig. 5(b) (one flux quanta).

Figure 6 illustrates the time-dependent charge on the left
part of the ring Q%(¢) and the time-dependent charge on the
right part of the ring Q’; (#). In the half-integer flux quantum
case B =0.1 T shown in Fig. 6(a), both Q% and QF are
increasing almost monotonically in time. In the long-time
response regime ¢ = 200 ps, Q%(t) = 0.742¢ is much higher
than Q% (1) = 0.234e.
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FIG. 5. (Color online) Normalized charge current density vector
field in the central system for (a) B = 0.1 T, (b) B = 0.225 T, and (¢)
B =0.425 T att = 200 ps in the case of x-polarized photon field.

In the integer flux quantum case B = 0.225 T shown in
Fig. 6(b), we find oscillating behavior of the charge between
the left and right parts of the quantum ring. The oscillation
amplitude is decreasing in time due to the dissipation effects
caused by the coupling to the leads. In the long-time response
regime ¢ = 200 ps, Q%(1) = 0.423e¢ is of similar magnitude as
Q§ (t) = 0.446¢ differently from the half-integer flux quantum
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FIG. 6. (Color online) Charge in the left [Q%(#)] or right [Q & ()]
half of the central quantum ring system as a function of time for
(a) B =0.1 and (b) 0.225 T. The photon field is x-polarized.

case. The characteristic energy § £ A~ 0.04 meV of the charge
oscillating period T &~ 100 ps agrees well with the MB energy
difference of the mostly occupied MB states. As we find
these MB states not only to correspond to the elements of
the RDO causing this oscillation, but also to influence the
current magnitude both due to AB and photon effects, we
consider these states to be of particular interest. The MB energy
levels are Ej, =1.4038 meV and Ej = 1.3664 meV such
that AEg |, = 0.0374 meV. The corresponding two-level (TL)

oscillation period of the closed system would be 73, = 111 ps.
In the nonequilibrium open system, the TL oscillation period is
T4 =94 psor T = 100 ps when we take the time intervals
between the first and second maxima of Qé(t) and Q§ (1),
respectively. The full numerical calculation including all MB
levels shown in Fig. 6(b) yields the left and right charge
oscillation periods, T/ = 96 ps and ® = 110 ps, respectively.
The system is far from equilibrium at the earlier maximum,
thus reducing, in particular, the left period ©f; with respect to
¥, . Furthermore, we find that also the other MB states change
the periods when comparing t* with ¢}, and t* with =} .
Figure 7 shows the charge density distribution in the central
quantum ring system with the magnetic field (a) B = 0.1,

PHYSICAL REVIEW B 87, 035314 (2013)

0.16
0.14
0.12
0.1
0.08
0.06
0.04
0.02
0

0.08
0.07
0.06
0.05
0.04
0.03
0.02
0.01

0.06
0.05
0.04
0.03
0.02

0.01

4 3 2 -1 0 1
x(ay)

2 3 4

FIG. 7. (Color online) Charge density distribution p(r,?) (e/ai)
in the central system for (a) B = 0.1, (b) 0.225, and (c) 0.425 T in
the x-polarized photon field case at t = 200 ps.

(b) 0.225, and (c) 0.425 T at + = 200 ps. In the case of B =
0.1 T (half-flux quantum) shown in Fig. 6(a), the electrons
are highly accumulated on the left-hand side of the quantum
ring with very weak coupling to the right lead, and hence
strongly blocking the left charge current and suppressing the
right charge current, as it was shown previously in Fig. 4
(marked by the up arrow). The electron dwell time on the
left-hand side of the ring is enhanced relative to the electron
dwell time on the right-hand side of the ring due to destructive
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FIG. 8. (Color online) Local current through the top arm of the
ring I,p (solid red), local current through the bottom arm of the
ring lyoom (long-dashed green), total local current Iy (short-dashed
blue), and the circular local current [ (dotted purple) versus the
magnetic field averaged over the time interval [180,220] ps in the
case of x-polarized photon field.

phase interference on the right-hand side suppressing also the
evoked vortex there [see Fig. 5(a)].

In the B =0.225 T case (one flux quantum) shown in
Fig. 7(b), the electrons are nearly equally well accumulated on
both sides of the quantum ring. This phenomenon is related to
the manifestation of current peaks observed in Fig. 4 (marked
by the down arrow) as the constructive phase interference
enhances the likelihood for electrons to flow through the
quantum ring to the right-hand side of the central system and
further to the right lead. Additionally, for a later comparison,
Fig. 7(c) shows the charge density for B = 0.425 T (two flux
quanta), which is similar to Fig. 7(b) (one flux quantum).

In Fig. 8, we show the magnetic field dependence of the
partial local currents /o, and Iyoom through the top and bottom
arms, the total local current I;; across x = 0, and the circular
local current I, which are convenient tools to study the relative
importance of local “persistent” current flows induced by
the magnetic field in the long-time response transient time
regime. We would like to bring attention to the fact that charge
balances like Q; = I;, — Iy and Qg = Iy — Ix would not be
satisfied for the local current I;. This is because the SES
that are filled from the left lead or emptied to the right lead
are in general not restricted to a single half of the central
system, but extended over the whole system. The total local
current (short-dashed blue) through the two current arms, Iy,
is strongly suppressed in the case of half-integer flux quanta
showing a very similar behavior to the nonlocal currents /; and
Iy (see Fig. 4). This is because the destructive interference in
the quantum ring enhances the back scattering for magnetic
flux with half-integer quanta.

The “persistent” circular local current (dotted purple) is
usually larger in magnitude than the total local current leading
to a different top and bottom local flow direction. In the
absence of magnetic field B = 0, the circular current, however,
is identical to zero due to the symmetric situation for both
ring arms. It is interesting to note that the circular local
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current /. reaches 1.347 nA for less than half a flux quantum
(at B =0.05 T), increases further until B = 0.45 T with a
maximum value max |Iy| = 2.844 nA and decreases again
for B > 0.45 T. The magnetic component of the diamagnetic
part of the circular local current increases linearly with the
magnetic field B, but the paramagnetic part guarantees a
behavior, which is closer to being periodic with the flux
quantum. The periodic structure appears also for a ring of
infinitesimal width,'” but is shifted here toward clockwise
circulation due to the vortices in Fig. 5. In the case of high
magnetic field regime (B > 0.45 T), a comparison with Fig. 2
shows that the different flux periods of different MB-states
in the finite-width ring lead to destructive interference effects
reducing the periodic oscillations considerably.

B. Photons with y polarization

In this section, we focus on the y-polarized photon field
situation and compare with the results for the x-polarized
photon field. Figure 9 shows the MB energy spectra of the
system Hamiltonian Hs in the case of (a) x-polarized and
(b) y-polarized photon field. We note in passing that Fig. 9(a)
magnifies a part of the MB spectrum of Fig. 2. The mostly oc-
cupied levels are the two levels around 1.4 meV. In the cases of
both x- and y-polarized photon field, we see the MB energy de-
generacy around B = 0.1 and 0.325 T related to the destructive
AB phase interference. However, in the case of y polarization,
an extra MB energy degeneracy is found at B = 0.425 T. This
degeneracy is related to a current dip coming from photonic
suppression, i.e., it is not related to AB oscillations.
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FIG. 9. (Color online) MB energy spectrum of the system Hamil-
tonian Hg vs magnetic field B within the bias window energy range for
(a) x-polarized and (b) y-polarized photon field. The states are differ-
entiated according to their electron content N, : zero-electron (N, = 0,
OES, green dots) and single-electron (N, = 1, 1ES, red dots) states.
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FIG. 10. (Color online) Left charge current I, (solid red) and
right charge current I (long-dashed green) vs the magnetic field
with (w) y-polarized photon field at + = 200 ps. For comparison:
left charge current /; (short-dashed blue) and right charge current
I (dotted purple) in a purely electronic central system, i.e., without
(w/0) photon cavity.

Figure 10 shows the left charge current I (solid red) and
the right charge current I (long-dashed green) as a function of
magnetic field at + = 200 ps. It is eye catching that the oscilla-
tion amplitude and extrema positions show more unexpected
features than in the case of x-polarized photon field. In
particular, we would like to point out that the magnetic field
dependence of the charge current exhibits a pronounced dip
at B = 0.425 T (two flux quanta) in the case of a y-polarized
photon field that is not present in the case of an x-polarized
photon field. The dip structure is due to the above mentioned
extra degeneracy of the MB energy spectrum, which strongly
suppresses the photon-assisted tunneling properties. Further-
more, the charge current can be enhanced by the y-polarized
photon field at magnetic field with half-integer flux quantum.

Figure 11 shows the normalized charge current density
vector field j(r,?) in the central ring system for the magnetic
field, (a) B = 0.1, (b) 0.225, and (c) 0.425 T, in the long-time
response regime ¢t = 200 ps. For magnetic field B =0.1T, a
clear counterclockwise vortex can be found being associated
with a long-living localized state, which is strongly dominating
the current flow pattern in the central ring system, as is shown
in Fig. 11(a). However, for magnetic field B = 0.225 T, this
counterclockwise vortex appears weaker relative to the total
local current, but is present at both contact regions as shown in
Fig. 11(b). Figures 11(a) and 11(b) are similar to Figs. 5(a) and
5(b) meaning that the local current flow is mainly governed
by AB interference with the photon polarization having only
a minor effect.

Figure 11(c) shows the current density field for B =
0.425 T (two flux quanta), which is similar to the half-integer
flux quanta case Fig. 11(a) and not to the integer flux quanta
case Fig. 11(b). This similarity is only found for y polarization.
[Instead for x polarization, the integer flux quanta cases
Figs. 5(a) and 5(b) are found to be similar.] The charge flow at
B = 0.425 T for y polarization is therefore not predicted by
the AB effect, but is caused by the influence of the y-polarized
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FIG. 11. (Color online) Normalized charge current density vector
field in the central system for (a) B = 0.1, (b) 0.225, and (c) 0.425 T
att = 200 ps in the case of y-polarized photon field.

photons. However, any MB spectrum degeneracy of the mostly
occupied MB states [see Fig. 9(b)], whether it originates from
the AB effect [see Fig. 11(a)] or the photons [see Fig. 11(c)],
influences the local current flow structure in a similar way.
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FIG. 12. (Color online) Charge in the left [Q%(7)] orright [Q R ()]
half of the central system as a function of time for (a) B = 0.1 T and
(b) B = 0.225 T. The photon field is y polarized.

Figure 12 shows the time evolution of Q%(r) and QX (z).
In the long-time response regime at time ¢ = 200 ps, the
picture is very similar to the x-polarized photon field case: for
B = 0.1 T, the charge is mainly accumulated at the left-hand
side, Q% = 0.720e and Q% = 0.256¢ and for B = 0.225 T, the
left and right charges are of similar magnitude, Q% = 0.462¢
and Q§ = 0.431e. However, in the B = 0.225 T case, the MB
energies of the mostly occupied MB levels are E ,yo = 1.3846
meV and Ej = 1.3683 meV such that AEj |, = 0.0163 meV.
Thus the energy level difference of the mostly occupied
MB levels is only 44% of the case of x-polarized photon
field: Eg,, ~ 0.44 x Ej ,,. The corresponding TL oscillation

period of the closed system would be ‘L'-?L = 254 ps. The oscil-
lation period is too long to be observed clearly in Fig. 12(b),
but we know from the analysis of the TL system defined by the
two mostly occupied states that the low-frequency oscillation
starts with its first maximum of Qé(t) at t = 65 ps. Our
findings suggest that the energy difference of the two mostly
occupied levels controls not only the charge distribution, but
also photonic suppressions of the AB current. The different
connectivity (probability density on the left or right ring part)
to the leads found within the TL dynamic suggests that the
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FIG. 13. (Color online) Charge density distribution p(r,?) (e/ ai)
in the central system for (a) B = 0.1, (b) 0.225, and (c) 0.425 T in
the y-polarized photon field case at r = 200 ps.

probability of a photon coupled electron transition between
these levels plays a major role in understanding the photonic
modifications of the AB current pattern.

Figure 13 shows the charge density distribution in the
central ring system for magnetic field (a) B = 0.1, (b) 0.225,
and (¢) 0.425 T at t = 200 ps. In the case of B = 0.1 T shown
in Fig. 13(a), the electrons are highly accumulated on the
left-hand side of the quantum ring with very weak coupling
to the right lead, and hence strongly blocking the left charge
current and suppressing the right charge current.
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FIG. 14. (Color online) Local current through the top I, (solid
red) and bottom /lyoyom (long-dashed green) ring arms and total Iy
(short-dashed blue) and circular I (dotted purple) local currents vs
the magnetic field and averaged over the time interval [180,220] ps
in the case of y-polarized photon field.

In the integer flux quanta case of B = 0.225 T shown in
Fig. 13(b), the electrons are equally well accumulated on both
sides of the quantum ring. This situation is related to the
manifestation of the current peaks observed in Fig. 10 by
enhancement of the likelihood for electrons to flow through
the quantum ring to the right-hand side of the central system
and further to the right lead.

Figure 13(c) shows the charge density for B = 0.425 T (two
flux quanta), which is similar to the half-integer flux quanta
case Fig. 13(a). This feature is therefore not predicted by the
AB effect, but is caused by the influence of the y-polarized
photons. However, any MB spectrum degeneracy of the mostly
occupied MB states [see Fig. 9(b)], whether it originates from
the AB effect [see Fig. 13(a)] or the photons [see Fig. 13(c)],
influences the density distribution in a similar way.

In Fig. 14, we show the magnetic field dependence of the
local currents /iop and Jyoom through the top and bottom arms,
respectively, the total local current I across x = 0, and the
circular local current I. The local current through the two
current arms, Iy, is suppressed in the case of half-integer flux
quanta showing a similar behavior to the nonlocal currents
I}, and Iy (see Fig. 10). We find more irregularities due to
the stronger effective influence of the y-polarized photon field
than for x polarization. It is interesting to note that the current
suppression dip at B = 0.425 T (marked by the blue arrow in
Fig. 10) appears also in the local current (blue short-dashed
curve) flowing through both ring arms from the left to the
right.

The “persistent” circular local current reaches a maximum
absolute value of max || = 1.905 nA at B = 0.625 T, which
is by 0.939 nA smaller than for x polarization. It is clearly
visible from a comparison of Figs. 14 and 8 that the circular
current is considerably smaller than in the x-polarized photon
case, while the total local current is of the same order. Thus the
capability of the magnetic field to drive a rotational ring current
is weakened by having the electromagnetic field y-polarized.
In particular, this can be said about the diamagnetic part of the
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circular local current leading to the much smaller value I =
0.675 nA at low magnetic field B = 0.05 T. The periodicity
of the circular local current is preserved better for x-polarized
photon field as is for the total local current emphasizing the
perturbing influence of the y-polarized photon field.

IV. CONCLUDING REMARKS

We have presented a time-convolutionless generalized
master equation formalism that allows us to calculate the
nonequilibrium transport of Coulomb interacting electrons
through a broad quantum ring in a photon cavity under
the influence of a uniform perpendicular magnetic field.
The topologically nontrivial broad ring geometry allows
for substantial electron-electron correlations relative to their
kinetic energy and, hence, a large basis is required for sufficient
numerical accuracy. The central quantum ring 1ES are charged
quickly. Electron-electron correlation and sequential tunneling
slow down the 2ES charging in the long-time response regime.
Aharonov-Bohm charge current oscillations can be recognized
in the long-time response regime with magnetic field period
By = ®y/A, which is related to the flux quantum @, and ring
area A.

In the case of x-polarized photon field, we have found
charge oscillations between the left and right parts of the
quantum ring when the magnetic field is associated with
integer flux quanta. The oscillation frequency agrees well with
the energy difference of the two mostly occupied states. The
relatively high energy difference for x-polarized photons is
related to a relatively high transient current through the ring.
The amplitude of the charge oscillations through the quantum
ring is decreasing in time due to dissipation effects caused by
the coupling to the leads. Usually, the local current through
the upper ring arm exhibits opposite sign to the local current
through the lower ring arm. Hence the “persistent” circular
local current is usually larger than the total local charge current
through both ring arms from the left to the right. The persistent
current shows a periodic behavior with magnetic field, but
with a tendency to clockwise rotation due to the contact region
vortex structure.

In the case of y-polarized photon field, the magnetic field
dependence of the left and right charge current exhibits a
pronounced dip at magnetic field B = 0.425 T corresponding
to two flux quanta that is therefore clearly not related to
the Aharonov-Bohm effect. The dip is associated with a
degeneracy of the two mostly occupied MB states at magnetic
field associated with two flux quanta. The additional level
crossing appears only for y-polarized photons, but influences
the spatial distribution of the charge density and flow similarly
to any other MB degeneracy. The generally lower energy
difference of the two mostly occupied MB states in the case
of y polarization perturbs the constructive phase interference
condition for the bias driven charge flow through the quantum
device and decreases the persistent current magnitude.

In conclusion, we have demonstrated for our ring geometry
that y-polarized photons perturb our system stronger than
x-polarized photons, suppressing or enhancing magnetic
field induced and bias-driven currents and perturbing flux
periodicity beyond finite width effects. It is interesting to
compare these findings to the quantum wire case, where it was
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found that mainly x-polarized photons attenuate the central
system charging due to a closer agreement of the photon mode
energy and the characteristic electronic excitation energy in x
direction.>® In this paper, we have considered a more complex
geometry, which reduces effectively the y-confinement en-
ergy 29 = 1.0 meV. The characteristic electronic excitation
energy in y direction may therefore be much closer to
the photon mode energy fiw = 0.4 meV, thus leading to a
relatively strong influence of the y-polarized photon field
on the electronic transport. Transient spectroscopy has been
applied to semiconductor microstructures.>** We can only
speculate that methods from quantum optics combined with
methods developed for time-dependent electron transport can
be used to make the time scale in our nanostructures accessible.

PHYSICAL REVIEW B 87, 035314 (2013)

The conceived magnetic field influenced quantum ring system
in a photon cavity could serve as an elementary quantum device
for optoelectronic applications and quantum information pro-
cessing with unique characteristics by controlling the applied
magnetic field and the polarization of the photon field.
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