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Dangling bonds and vacancies in germanium
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The quest for metal-oxide-semiconductor field-effect transistors (MOSFETs) with higher carrier mobility has
triggered great interest in germanium-based MOSFETs. Still, the performance of germanium-based devices lags
significantly behind that of their silicon counterparts, possibly due to the presence of defects such as dangling
bonds (DBs) and vacancies. Using screened hybrid functional calculations we investigate the role of DBs and
vacancies in germanium. We find that the DB defect in germanium has no levels in the band gap; it acts as a
negatively charged acceptor with the (0/−1) transition level below the valence-band maximum (VBM). This
explains the absence of electron-spin-resonance observations of DBs in germanium. The vacancy in germanium
has a much lower formation energy than the vacancy in silicon and is stable in a number of charge states,
depending on the position of the Fermi level. We find the (0/−1) and (−1/−2) transition levels at 0.16 and
0.38 eV above the VBM; the spacing of these levels is explained based on the strength of intraorbital repulsion.
We compare these results with calculations for silicon, as well as with available experimental data.
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I. INTRODUCTION

Germanium is a promising material for use in the channel
of novel complementary metal-oxide semiconductor (CMOS)
devices. It would enable transistors with higher channel
mobilities than those in standard silicon CMOSs and allow for
lower voltage operation, due to its significantly smaller band
gap.1 Existing p-channel germanium-based MOSFETs show
acceptable performance, although they exhibit an undesirable
positive threshold voltage shift.2,3 n-channel MOSFETs have
been less successful, suffering from low channel mobilities and
on-state currents.4–6 The poor device performance is likely
caused by the presence of defects near the semiconductor-
dielectric interface, such as germanium dangling bonds (DBs)
or vacancies, making the study and characterization of these
defects a much needed and timely task.

Numerous experimental techniques are available for study-
ing defects in semiconductors. In particular, electron-spin
resonance (ESR) has been successful in the characterization of
defects in a wide range of semiconductor materials.7 Capable
of detecting defect states with unpaired electrons, ESR studies
indicate that interfacial DB defects play a very different
role at germanium-oxide interfaces8 compared to their silicon
counterpart.9,10 ESR has been used extensively to characterize
DB defects at silicon-oxide interfaces9,10 but has been unable
to detect germanium DBs at germanium-oxide interfaces.8

Germanium DBs do become detectable when germanium is
alloyed with silicon11–14 (7–55% silicon). Various explanations
have been proposed to explain this result, and they fall into two
main categories: one is based on stress, the other on the position
of the germanium DB levels.

One proposal is that the DB concentration strongly varies
with stress at the interface, being very low for pure germanium
and increasing when silicon is added.11–15 The effect of
stress on DB concentration was studied in detail at Si-SiO2

interfaces.9 By varying the oxidation temperature, which effec-
tively controls the stress at the interface, the DB concentration
at Si-SiO2 interfaces was found to vary from 1013 to less than
1010 DBs per cm2. Similar studies cannot be performed at

germanium-oxide interfaces since the germanium DBs cannot
be detected, so the suggestion that stress plays a role is based
on an assumed analogy with silicon.

Another proposed explanation for the absence of an ESR
signal is that the DBs are always present but that the energetic
position of the corresponding defect level is such that they
elude detection by ESR.16–19 Within this category, results and
interpretations for the precise position of the DB level vary.
One result (previous work by the present authors) finds the
DB levels well below the valence-band maximum (VBM),16

while others find the levels within the band gap, though close
enough to the VBM to reduce the concentration of neutral
DBs (the charge state detectable by ESR) below the detectable
limit.17–19

Calculations based on density-functional theory (DFT),
as well as many-body perturbation theory within the G0W0

approximation, found the DB levels in germanium to be posi-
tioned more than 0.4 eV below the VBM.16 This implies that
the germanium DBs cannot be detected in ESR experiments
because they are always negatively charged (doubly occupied)
for any value of the Fermi level. Other studies, using the
PBE0 hybrid functional proposed by Perdew, Burke, and
Ernzerhof,20 found the germanium DB levels to be just above
the VBM, with the neutral charge state stable in a very narrow
range of 0.06 eV.17–19 The authors of those studies argued that
even though the DB levels were located above (but close to) the
VBM the ESR signal would be significantly attenuated due to
the presence of valence-band tail states, which would broaden
the DB levels, thus reducing the overall observed neutral DB
concentration.17–19

In addition to DBs, it is also important to investigate the
properties of vacancies in germanium, since they have been
predicted to have a much lower formation energy and thus
occur in much higher concentrations than in silicon.21 Calcu-
lations published to date have shown inconsistent results.21–23

The discrepancy can probably be attributed to the different
approximations made within the DFT framework. Conven-
tional DFT calculations within the local-density approxima-
tion (LDA) or generalized gradient approximation (GGA)
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underestimate the band gap, even predicting germanium to
be a semimetal.24 In previous studies, different methods of
varying sophistication were employed to correct the germa-
nium band gap, resulting in conflicting results for the position
of the vacancy levels.21–23 In the study by Fazzio et al.,21

modifications were made to the germanium pseudopotential,
while Śpiewak et al.22 employed LDA + U and Tahini et al.23

used GGA + U .
Vacancies in germanium have been studied by ESR,25 Hall

measurements,26–28 positron annihilation spectroscopy,29 per-
turbed angular correlation spectroscopy (PACS),30,31 and deep
level transient spectroscopy (DLTS).32 Of these techniques,
PACS and DLTS have provided the most detailed insight
into the defect levels associated with the vacancy.30,31 Both
of these methods allow for the study of the charge state of the
defect as a function of Fermi-level position, thereby providing
information on the defect transition levels. Two charge-state
transition levels have been associated with the germanium
vacancy. The first is related to the (0/−1) transition level and
was found to be 0.2 ± 0.04 eV above the VBM.30,31 The
second level, which has not been explicitly associated with a
specific charge-state transition, was found at 0.33 eV above
the VBM.32 These results are at odds with the predictions of
the DFT calculations by Fazzio et al.,21 who found the (0/−1)
transition level above midgap,21 while Śpiewak et al.22 found
this level just above the VBM. The recent GGA + U results of
Tahini et al.,23 in which the germanium band gap is 0.67 eV
and close to the experimental value, place the (0/−1) level
at 0.24 eV, in agreement with experiment. Still, as we will
argue in Sec. III C, even the GGA + U calculations fall short
in describing other transition levels.

In this study we use a more advanced functional within DFT
to address the properties of DBs and vacancies in germanium.
Specifically, we use a screened hybrid functional which
provides an accurate description of the band structure and
has been successful in predicting the properties of defects and
impurities in various materials.33–35 In the sections that follow
we will describe the computational approach, present our
results, and provide a detailed comparison with experimental
data as well as with similar defects in silicon.

II. COMPUTATIONAL APPROACH

The calculations presented here are based on a generalized
Kohn-Sham scheme36 utilizing the screened hybrid functional
of Heyd, Scuseria, and Ernzerhof (HSE),37,38 as implemented
in the VASP code.39–42 The amount of Hartree-Fock exchange
(mixing parameter) included was chosen to accurately describe
the band gaps of Si and Ge. For silicon, we used the
standard 25% Hartree-Fock exchange; for Ge, 30% Hartree-
Fock exchange is needed to achieve the correct band gap.
Projector-augmented wave potentials40,43 with four valence
electrons were used for both Si and Ge. Spin polarization was
also included.

Defects were modeled by adding (removing) atoms to
(from) a germanium crystal geometry with periodic boundary
conditions. Calculations were performed using 64- and 216-
atom supercells for both the dangling bond and vacancy. We
utilized a plane-wave basis set truncated at 250 eV, with special
k points for integration over the Brillouin zone: a 2 × 2 × 2

grid for 64-atom supercells and the � point for 216-atom
supercells. The different supercell sizes allowed us to study
the error introduced by spurious defect-defect interactions.

A. Formation energies and defect concentrations

In thermodynamic equilibrium and in the dilute regime, the
concentration of a defect is related to the formation energy
(Ef ) through a Boltzmann relation:44

C = N0 e−Ef /kBT , (1)

where N0 is the number of possible defect sites and kBT

is the temperature in eV. This expression shows that as the
formation energy of a defect increases the concentration
decreases exponentially. The formation energy (Ef ) of a defect
is not simply a constant. It depends on the Fermi level (εF )
in the material, which is the energy of the electron reservoir
or the electron chemical potential. For example, the formation
energy of a germanium vacancy in charge state q (V q

Ge) is given
by the following expression:

Ef
[
V

q

Ge

] = Etot
[
V

q

Ge

] − Etot[Ge] + μGe + qεF . (2)

The Etot terms are the total energies of the germanium crystal
with and without the V

q

Ge defect, and the chemical potential
μGe is the energy per atom of bulk germanium. The Fermi
level (εF ) is referenced to the bulk VBM. The position of the
bulk VBM with respect to the defect supercell was obtained
through the alignment of the averaged electrostatic potential
in a bulklike region of the defect supercell.44 This alignment
procedure provides an implicit charge-state correction to the
formation energies.44 Convergence checks as a function of
supercell size will be discussed in Sec. III. We have also
investigated the effect of charge-state corrections based on the
scheme of Freysoldt et al.,45 which includes a more rigorous
treatment of the electrostatic problem. This scheme resulted
in formation energies and charge-state transition levels that
typically differed by less than 0.1 eV from the values based
on potential alignment. We observed, however, that for the
sizes of supercells employed here some wave-function overlap
cannot be excluded, which (as discussed in Ref. 45) introduces
uncertainty in the correction scheme. We therefore elected
to employ the potential-alignment approach for the results
presented in the paper. Spin-orbit splitting of the valence band
was included. The Fermi level in Eq. (2) is a variable, and it
is instructive to examine formation energies of point defects
as functions of εF . In practice, one plots the formation energy
allowing εF to vary from the VBM to the conduction-band
minimum (CBM).

B. Defect transition levels

In semiconductors and insulators, defects typically in-
troduce levels in the band gap.7,46,47 These levels involve
transitions between different charge states of the same defect
and can be derived from the calculated formation energies. The
charge-state transition level (q/q ′) is defined as the Fermi-level
position for which the formation energies of two different
charge states q and q ′ of a defect are equal, i.e.,

(q/q ′) = −Ef (Dq ; εF = 0) − Ef (Dq ′
; εF = 0)

q − q ′ . (3)
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Ef (Dq ; εF = 0) is the formation energy of the defect D in the
charge state q when the Fermi level is at the VBM (εF = 0). For
εF below (q/q ′), the defect has a charge q, while for εF above
(q/q ′) the defect has a charge q ′. These transition levels can
be observed using experimental techniques such as DLTS or
PACS. The location of such levels can impact semiconductor
device performance, since the charge state of defects will be
determined by both the position of the defect levels and the
Fermi level in the material.

C. Modeling a dangling bond

The geometries used for electronic structure calculations
of point defects are typically straightforward to construct. For
example, constructing a crystal with a germanium vacancy
is as simple as removing a single germanium atom from the
bulk crystal. Modeling an isolated DB is more complicated,
however. DBs occur in a variety of atomic configurations:
at interfaces, on surfaces, and in point defects such as va-
cancies. Explicit calculations for germanium-oxide interfaces
are challenging and would lead to an array of different
defect configurations, rendering it difficult to extract generic
properties of the DB. Similar problems exist on surfaces, due
to surface reconstructions. Additional complications can arise,
since DBs which occur on a specific surface reconstruction
usually interact, leading to the formation of a band rather than
an isolated defect level. Such DB interactions are even stronger
in the case of vacancies, where in the case of tetrahedrally
bonded semiconductors the DB levels are known to give rise
to a1 and t2 levels that can be separated by a large energy,
indicative of the strength of the interaction.7,46,47

Therefore we have resorted to a specific geometry that
enables us to study an isolated DB in germanium, as illustrated
in Fig. 1. It is generated by creating a small void inside the
crystal, specifically by removing four germanium atoms. One
can imagine first creating a single vacancy, then removing
three of the germanium atoms that neighbor the vacancy. This

FIG. 1. (Color online) Schematic representation of the structure
used to study an isolated DB, as described in the text. Large blue
spheres represent germanium atoms, and small red spheres represent
hydrogen atoms. The yellow oval represents the isolated DB.

generates nine DBs, which are far removed from the DB on the
atom neighboring the original vacancy that we did not remove.

These nine DBs can then be passivated with hydrogen,
leaving behind a single isolated germanium DB. The Ge–H
bond distances were optimized through structural relaxations.
These Ge–H bonds will of course contribute to the total energy
of the entire structure. However, all of our relevant results can
be obtained as energy differences in which these contributions
cancel, since we keep the atomic configurations of these nine
Ge–H bonds fixed in all calculations. This approach will
not yield a formation energy that is directly related to DB
concentration through Eq. (1), since the void is an artificial
construction. However, the charge-state transition levels that
we extract from these calculations do represent the energy
required to add (remove) electrons to (from) the DB. This
procedure has been previously used to study DBs in silicon48

and aluminum oxide.49

III. RESULTS AND DISCUSSION

A. Bulk properties

The germanium crystal has the diamond structure, with
a lattice constant of 5.65 Å.50 Using the screened hybrid
functional, we find a value of 5.69 Å, within 1% of the
experimental value. A two-atom unit cell with 8 × 8 × 8
k-point sampling was used for bulk calculations. The results
for the lattice parameter and bulk modulus using PBE and HSE
are shown in Table I, indicating good agreement between HSE
and experiments and that increasing the Hartree-Fock mixing
parameter to 30% from the standard 25% value has only a
small effect on bulk properties.

The amount of Hartree-Fock exchange interaction included
in the hybrid functional (30%) was selected to match the
experimental indirect band gap (Eg

L). Table II illustrates this
agreement. The direct gap (Eg

�) is smaller than experiment
by 0.14 eV, while the �-X indirect band gap (Eg

X) is larger by
0.33 eV (note that an experimental T = 0 value of the gap at
X does not seem to be available). These deviations from the
experimental band structure at higher-lying band extrema are
not expected to affect our defect calculations. In Fig. 2 we have
plotted the band structure along the L-�-X path. For Si, the
calculated value of the fundamental band gap (with the CBM
on the �-X line) is 1.14 eV, using the standard 25% mixing in
the HSE functional.

TABLE I. Calculated and experimental50 values for lattice
parameter, bulk modulus, and cohesive energy of germanium.
Results for PBE and HSE with Hartree-Fock mixing of 30% are
shown for comparison.

Lattice Bulk Cohesive
Method parameter (Å) modulus (G Pa) energy (eV)

PBE 5.780 64.5 –3.741
HSE (25%) 5.703 83.6 –3.721
HSE (30%) 5.690 83.1 –3.722
Exp. 5.658 75.8 –3.85
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TABLE II. Calculated and experimental50 band gaps of germa-
nium. All values are 0-K extrapolations, except for Eg

X, which is a
room-temperature value. The calculated values are obtained using the
HSE hybrid functional with a mixing parameter of 30%.

Band gap Calc. (eV) Exp. (eV)

Eg
L 0.74 0.74

Eg
� 0.75 0.89

Eg
X 1.53 1.20

B. Dangling bond

We investigate the properties of the DB in germanium by
calculating the associated charge-state transition levels. To do
so, we need to first calculate the formation energy for a DB in
charge state q (DBq), which we define as follows:

Ef [Ge : DBq] = Etot[Ge : DBq] − Etot[Ge : DB + H]

+μH + qεF . (4)

The Etot terms are the total energies of the germanium crystal
with the charged DB (DBq), and the DB passivated with
hydrogen (DB+H). The μH term refers to the hydrogen
chemical potential; we used an isolated H2 molecule as a
reference. The remaining terms are identical to those discussed
previously in Eq. (2). The DB can be occupied with zero, one,
or two electrons, corresponding to charge states q = + 1, 0,
or −1, respectively.

In Fig. 3, we have plotted the formation energy as a function
of Fermi level. In this plot we show only the charge state with
the lowest formation energy for each value of Fermi level.
Analyzing Fig. 3, we find two charge-state transition levels,
both of which are below the germanium VBM. The ( + 1/0)
level is at −0.21 eV and the (0/−1) level is at −0.11 eV,
referenced to the VBM. This result is in qualitative agreement
with our previous computational study on the germanium
DB,16 which also found the associated DB levels to be below
the germanium VBM, but quantitative differences occur: the
present levels are higher in energy by about 0.3 eV. In addition,
the previous study found the DB to be a negative-U defect,51

meaning that the (0/−) transition level was below the ( + /0)
level. The present results find the (0/−) level above the ( + /0)
level, meaning that in principle the neutral charge state of the
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FIG. 2. (Color online) Calculated band structure of germanium.
Blue lines represent valence bands, and red lines represent conduction
bands. The zero of energy is set at the VBM.
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FIG. 3. (Color online) Calculated formation energy of the DB in
germanium. The Fermi level is referenced to the VBM.

DB would be stable over a range of Fermi levels about 0.1 eV
wide and centered at −0.16 eV. In practice, of course, the Fermi
level (or quasi-Fermi level) can never be pushed that far below
the VBM. Both our previous16 and present calculations thus
agree that the dangling bond can only occur in the negative
charge state. The neutral charge state, which would be required
to make the defect paramagnetic, can never be stabilized and
thus observations of the DB by ESR are impossible.

In silicon, the neutral DB is of course stable; i.e., the (0/−1)
transition level occurs within the band gap. This was indeed
confirmed through calculations, as illustrated in Fig. 4. If we
assume that the germanium DB level remains constant on an
absolute energy scale as the alloy concentration is changed,
which is a reasonable assumption for a highly localized state,
we can use the valence-band offset between silicon and ger-
manium [calculated, 0.6 eV;52 experiment, 0.55 eV (Ref. 53)]
to estimate the position of the germanium DB level in pure
silicon; this estimate leads to a value for the germanium DB
(0/−1) level of 0.49 eV above the silicon VBM. Interpolating
between the position of this level in silicon and germanium
then provides an estimate of the silicon concentration in a
Si1−xGex alloy at which the level would cross the VBM and
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FIG. 4. (Color online) Calculated DB charge-state transition
levels for the germanium and silicon DBs. The alignment of the
band structures is based on the calculated valence-band offset of
0.6 eV.51
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hence become observable as a function of increasing silicon
concentration. Our results indicate that this would occur at
x = 0.82, i.e., a silicon concentration of 18%, in reasonable
agreement with the 7% silicon concentration that was found
to be necessary to detect the DB by ESR in the experiments of
Refs. 11–13.

Experimentally, the ESR signal from Si1−xGex-SiO2

interfaces11–14 was analyzed as a function of germanium
concentration x in the alloy, and the results were used to
provide an estimate of where the germanium-DB-related
defect levels would lie if referenced to the silicon band gap.
They were found to be located at 0.35 ± 0.10 eV above the
silicon VBM.14 Again assuming that the germanium DB level
remains constant on an absolute energy scale as the alloy
concentration is changed, we can estimate the position of
the germanium DB levels in pure germanium. The resulting
estimate, at 0.25 ± 0.10 eV below the germanium VBM, is
within 0.1 eV of our present results (and would be even closer if
the smaller valence-band offset reported in Ref. 14 were used).
We can conclude that our results are in very good agreement
with the available experimental data.

We now discuss the comparison with the results of Broqvist
et al., who found the germanium DB levels to be located
just above the VBM,17–19 with the ( + 1/0) transition level at
0.05 eV and the (0/−1) level at 0.11 eV above the VBM.
Broqvist et al. also used a hybrid functional approach, but
the specific functional was different: they used the PBE0
functional,20 which does not contain the screening of the
Hartree-Fock exchange interaction included in our approach.
We prefer to include screening effects; however, we feel
that the choice of the specific hybrid functional should lead
to only minor differences in the position of the transition
levels. A more significant effect may be due to the choice of
supercell, which translates into different degrees of Brillouin-
zone folding in reciprocal space. For defect states near or
below the VBM, special care has to be taken when occupying
the state with a specific number of electrons to describe the
various charge states of the defect. In the calculations presented
above, we used a grid of special k points that is shifted away
from � within a 64-atom supercell.

We also performed calculations for a 216-atom supercell
(the same geometry as used by Broqvist et al. Refs. 17–19).
Calculations for the negative charge state, in which the DB
state is completely occupied, are straightforward and lead to
formation energies very similar (to within 0.07 eV) of the
results obtained with the 64-atom cell. We found calculations
for the neutral or positive charge state to be very difficult to
perform, however. Due to Brillouin-zone folding, the DB state
strongly mixes with host states near the VBM, creating an
ambiguity as to which state is actually associated with the DB.
If we simply remove electrons from the highest occupied state
we are likely to underestimate the energy of the neutral and
positive charge states, resulting in transition levels that are too
high in energy. This problem persists, in a 216-atom cell, even
if we use special k points shifted away from the � point. We
therefore feel that the 64-atom cell calculations, in which the
defect state at the special k points is well separated from the
VB states (due to a lesser amount of Brillouin-zone folding),
are more reliable because of the unambiguous occupation of
the defect state with different numbers of electrons. The results

reported in Fig. 3 are for the 64-atom calculation. We feel that
the slightly higher values for the germanium DB transition
levels obtained by Broqvist et al.17–19 may be due to their use
of a 216-atom supercell. Another possibility is that the VBM
is slightly lower within the PBE0 formalism, compared with
our approach. In addition, our choice of a 64-atom supercell
seems reasonable since we found the formation energy of
silicon DBs in both the 64- and 216-atom supercells to vary by
only 0.09 eV.

Our results indicate that the DB in germanium is always
negatively charged, regardless of the position of the Fermi
level. As noted above, this explains the absence of an observed
ESR signal, which relies on unpaired electrons (stability of a
neutral charge state). The negative charge on the germanium
DB also has important consequences for MOS-based devices.
DB defects near an interface will give rise to fixed negative
charge, creating serious problems for devices that rely on
the formation of an electron channel (such as n-channel
MOSFETs).54 Even for p-channel devices, such a fixed charge
may create undesirable carrier scattering, as well as a positive
threshold voltage shift.2,3 Finally, we note that hydrogen
passivation of these DB defects, which is a very successful
procedure at Si-SiO2 interfaces, is expected to be inefficient
in germanium. We have previously shown that hydrogen acts
exclusively as an acceptor in germanium,16,55 and hence elec-
trostatic repulsion between the DB and hydrogen impurities
will suppress passivation of these DBs by hydrogen, consistent
with experimental observations showing the absence of any
improvement upon hydrogenation.8

C. Vacancy

1. Electronic structure of the germanium vacancy

The electronic structure of the vacancy can be understood
as follows: the four DBs on neighboring germanium atoms
interact strongly and give rise to a symmetric a1 state deep
in the valence band and three degenerate t2 states in the
gap.7,46,47 The occupancy of these defect states along with
the associated atomic relaxations determine the formation
energy of the vacancy. The calculated formation energy of
the germanium vacancy as a function of Fermi level is shown
in Fig. 5. Our convergence tests indicated that a 216-atom
supercell was necessary to obtain reliable results in the case of
the vacancy, because, just as in silicon,56 the t2 states associated
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FIG. 5. (Color online) Calculated formation energy of the
vacancy in germanium. The Fermi level is referenced to the VBM.
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TABLE III. Calculated lowest-energy spin states corresponding
to each charge state of the vacancy.

Charge state Spin state

+2 0
+1 1/2

0 1
−1 3/2
−2 1

with the defect are quite delocalized along the (110) direction
and cannot be reliably described within a 64-atom supercell.
Similar results showing delocalization of vacancy states were
observed by Fazzio et al.21 Spin-polarized calculations were
used to determine the lowest-energy spin state corresponding
to each charge state of the vacancy, as shown in Table III.

In the neutral charge state of the vacancy, four electrons (one
from each germanium DB) are available to fill the vacancy-
induced single-particle Kohn-Sham states. Two electrons go
into the a1 state and two are left to occupy the t2 states. Upon
adding one additional electron to obtain the −1 charge state, all
of the t2 states become occupied with one electron, as shown
in Fig. 6. The −1 charge state therefore results in a spin-3/2
configuration. The schematic of single-particle states shown in
Fig. 6 provides physical insight into the formation of the + 2,
+ 1, 0, and −1 charge states and the corresponding transition
levels. In the + 2 charge state, the t2 states are unoccupied
(note that the a1 states, which are well below the VBM,
are always occupied, and hence the + 2 charge state is the
lowest achievable charge state of the vacancy). Adding one,
two, or three electrons to the spin-majority channel of the t2
vacancy states results in the + 1, 0, and −1 charge states. The
corresponding calculated values of the ( + 2/+ 1), ( + 1/0),
and (0/−1) charge-state transition levels are listed in Table IV.

Starting from the −1 charge state, the −2 charge state is
obtained by adding an additional electron, which must occupy

Conduction Band

Valence Band

Spin Majority Spin Minority

FIG. 6. (Color online) Single-particle states associated with the
−1 charge state of the germanium vacancy.

TABLE IV. Calculated charge-state transition levels associated
with the germanium vacancy.

Transition level Energy (eV)

( + 2/+ 1) 0.14
( + 1/0) 0.15
(0/−1) 0.16

(−1/−2) 0.38

the empty spin-minority channel associated with the t2 states.
This leads to a significant rearrangement of the single-particle
states, as shown in Fig. 7.

The additional electron introduces an intraorbital electron-
electron repulsion between the two electrons in the t2 state that
is doubly occupied, explaining the large separation between
the (0/−1) and (−1/−2) charge-state transition levels (see
Fig. 5 and Table IV). The magnitude of this separation,
compared to the modest separation between the ( + 2/+ 1),
( + 1/0), and (0/−1) transition levels, indicates that intraor-
bital repulsion is a much stronger effect than interorbital repul-
sion. The higher position of the (−1/−2) level leads to a larger
range of Fermi level for which the −1 charge state is stable.

Experimental techniques such as PACS and DLTS have
been used to probe these defect levels. PACS measurements
have found the (0/−1) transition level to be at 0.2 ± 0.04 eV
above the VBM,30,31 in very good agreement with our
calculated value of 0.16 eV. DLTS experiments have found
a level associated with the vacancy to be located at 0.33 eV
above the VBM.32 Those experiments did not determine which
charge states were involved in this transition. We note that this
level is close to our calculated value for the (−1/−2) transition
level at 0.38 eV above the VBM.

2. Comparison with previous calculations

We now compare our results to the three previously pub-
lished computational studies for the germanium vacancy.21–23

Conduction Band

Valence Band

Spin Majority Spin Minority

FIG. 7. (Color online) Single-particle states associated with the
−2 charge state of the germanium vacancy.
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FIG. 8. (Color online) Comparison of the defect levels found in
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et al.,21 Śpiewak et al.,22 Tahini et al.,23 and our present screened
hybrid functional results (HSE formalism with 30% Hartree-Fock
mixing). The dashed lines represent the position of the CBM in the
respective calculations.

Figure 8 shows the location of the charge-state transition
levels obtained in the previous computational studies,21–23

compared with the results of the present work. The main
computational differences between our calculations and the
previous ones are that we have used hybrid functionals and
spin-polarized calculations. Fazzio et al.21 used LDA but
altered the germanium pseudopotential in an attempt to correct
the band gap (which would otherwise be negative, in LDA).
They did not consider spin polarization. Śpiewak et al. used
the LDA + U approach to correct the band gap.22 As seen
in Fig. 8, even with these corrections the germanium band
gap is still severely underestimated. Very recently, Tahini
et al.23 used GGA + U and by tuning the U and J parameters
obtained a band gap of 0.67 eV, in satisfactory agreement with
experiment. Spin polarization was apparently not included.

Comparing our results to the study by Śpiewak et al.,22

we find a similar spacing between the (0/−1) and (−1/−2)
transition levels. As noted above, this spacing is related to
intraorbital repulsion, and the use of spin-polarized calcula-
tions is apparently essential for producing this result: Fazzio
et al.21 and Tahini et al.23 find a much smaller spacing in the
absence of spin polarization. Our results differ from those of
Śpiewak et al.22 and Tahini et al.23 in that those LDA + U and
GGA + U calculations did not find the ( + 2/+ 1) or ( + 1/0)
transition levels to lie within the band gap. In the LDA + U

calculations22 this could be attributed to the very small band
gap (0.19 eV), which does not allow for these defect levels to
emerge into the band gap, but in GGA + U ,23 which produced
a gap of 0.67 eV, the lack of stability of the + 1 and + 2
charge states is more difficult to understand. We observe that
the GGA + U results23 were obtained by applying U = 0.4 eV
and J = 4.0 eV to the germanium p states. The application of
the DFT + U formalism to p states is not entirely justified, in
our opinion;57 in addition, the chosen U and J values do not
adhere to the typical pattern where U�J . We also note that all
of the calculations performed by Śpiewak et al.22 and Tahini

et al.23 were done using a 64-atom supercell. As noted above,
we found the use of a 216-atom supercell to be important.

Comparing our results for the vacancy transition levels to
the calculations by Fazzio et al.,21 we note that our calculations
produce a 0.02-eV spacing between the ( + 2/+ 1) and (0/−1)
transition levels, while Fazzio et al. found a 0.37-eV spacing.
This is again most likely due to their use of non-spin-polarized
calculations, since this will introduce an intraorbital electron-
electron repulsion when going from the + 1 to the 0 charge
state. In our calculations, we find that it costs less energy to
add the second electron to a different t2 state, while in the
calculations by Fazzio et al. spin polarization effects were
ignored, so the second electron was just added to the same t2
state, thus creating a doubly occupied t2 state in the neutral
charge state. This explains the large discrepancy between the
spacing of the ( + 2/+ 1) and ( + 1/0) transition levels in our
calculations compared to those by Fazzio et al.

3. Comparison with the silicon vacancy and with experimental
activation energies

It is informative to compare our calculated formation
energies for the vacancy in germanium (Fig. 5) with formation
energies for the vacancy in silicon, which we have calculated
here using the same methodology. Figure 9 is designed to allow
for easy comparison between the vacancy formation energies
in the two materials. The associated charge-state transition
levels for the silicon vacancy are shown in Fig. 10.

Two key features emerge:
(1) The formation energy of the germanium vacancy is

lower than that of the silicon vacancy for the entire range of
Fermi levels, making it significantly more likely that vacancies
will form in germanium. Note that vacancy concentrations
are related to formation energies through Eq. (1). Therefore,
vacancies will be much more prevalent in germanium. This
is consistent with the smaller activation enthalpy observed
for vacancy-assisted self-diffusion in germanium,58 compared
with silicon.59
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FIG. 10. (Color online) Charge-state transition levels associated
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with the thermodynamically stable charge states, while the blue levels
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In addition, we can compare our formation energy results
with the experimentally determined activation energies.58,59

This was done by extracting approximate Fermi-level positions
based on the temperatures in the experimental studies.58,59 If
we combine this with previously determined vacancy migra-
tion barriers in germanium (0.1 eV)60 and silicon (0.5 eV),61

we find activation enthalpies of 3.0 eV for germanium and
4.6 for silicon. This is in remarkable agreement with the
experimental values of 3.1 eV (germanium)58 and 4.8 eV
(silicon).59

(2) Unlike silicon the + 1 charge state of the vacancy
is stable in germanium (although only over a very small
range of Fermi levels). Our calculations for silicon show
that the + 1 charge state is never thermodynamically stable,
characteristic of a negative-U center. The calculated energy
difference between the ( + 2/+ 1) and ( + 1/0) transitions is
U = −0.09 eV (see Fig. 10). Experimentally, the fact that the
+ 1 charge state of the silicon vacancy is not stable has indeed
been observed using DLTS,62 with a measured value of U =
−0.08 eV, in very good agreement with our calculations.

At first sight, the relative spacings of the charge-state
transition levels of the vacancy are very different in silicon
and germanium (Fig. 9). We suggest that the difference can
be mainly attributed to the different behavior of the neutral
charge state. In germanium, the atomic structures of the + 2,
+ 1, 0, and −1 charge states are quite similar; i.e., the atomic

relaxations do not drastically change as electrons are added
to the t2 spin-up states (Fig. 6). But in silicon the neutral
charge state exhibits distinctly larger relaxations, indicative of
extensive rebonding and resulting in a lowering of the energy
of this charge state relative to the other charge states. This
can be viewed as a Jahn-Teller distortion which lowers the
two occupied t2 eigenvalues with respect to the unoccupied
one. This is responsible for the much larger spacing of the
( + 1/0) and (0/−1) transition levels in silicon compared to
germanium. Why this rebonding in the neutral charge state
occurs in silicon and not in germanium is an interesting
question to which we do not have an answer.

IV. CONCLUSIONS

We have performed a detailed computational study of DBs
and vacancies in germanium using screened hybrid function-
als. We find that the DB is always negatively charged, with
charge-state transition levels below the VBM. This explains the
inability to detect germanium DBs with ESR. Our results are
in agreement with published ESR data on germanium DBs at
Si1−xGex-SiO2 interfaces. The negatively charged DB leads to
a host of problems for MOSFETs, including threshold voltage
shifts, reduced carrier concentration, and carrier scattering in
the channel. Additionally, hydrogen is unable to passivate this
defect, since hydrogen, too, is exclusively negatively charged
in germanium.

For the germanium vacancy we have calculated defect
transition levels that are in good agreement with experimental
results, where available, in some cases enabling a specific
assignment for the charge states involved in the transition.
Our calculated formation energies indicate that vacancies in
germanium are much more prevalent than in silicon. For
both germanium and silicon our calculated energies are in
excellent agreement with values extracted from self-diffusion
experiments.
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