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Electron-phonon interaction of one-dimensional and two-dimensional surface states
in indium adlayers on the Si(111) surface
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We performed angle-resolved photoelectron spectroscopy measurements on one- and two-dimensional (1D and
2D) metallic surface states in indium layers on the Si(111) surface as a function of temperature. The temperature
dependence of surface-state energy widths was used to estimate the electron-phonon coupling constant λ. The
2D metallic surface states of the

√
7 × √

3-In layer above one monolayer exhibit λ = 0.8 ∼ 1.0, similar to the
value of bulk indium 0.9. This is discussed in the light of a recent structure model with a double indium layer and
the relatively high superconducting transition temperature of this surface. On the other hand, the λ’s of two 1D
surface states of the 4 × 1-In surface with one monolayer of indium are much higher than that of

√
7 × √

3-In,
reaching 1.8, which is the largest ever reported for a surface state. The origin of the enhanced electron-phonon
coupling and its relationship to the charge-density-wave phase transition of this surface are discussed.
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I. INTRODUCTION

The physical properties of low-dimensional systems such
as surfaces and ultrathin films can be largely different
from those of corresponding bulks due partly to enhanced
manybody interactions of their electrons.1–3 Angle-resolved
photoelectron spectroscopy (ARPES) has provided important
and direct information on many-body interactions of such low-
dimensional systems.4 In particular, the enhanced electron-
phonon coupling (EPC) on metal surfaces and in metal quan-
tum films has been quantified by ARPES.5–8 These systems
have played the role of model systems to investigate the EPC
of low-dimensional materials in unprecedented accuracy and
details. However, similar studies on semiconductor surfaces
and nanostructures are quite few. Nevertheless, the EPC in
semiconductor surfaces could be important to elucidate the
interaction of electrons with a specific phonon mode12 and
that in semiconductor nanostructures are crucial to understand
their optical properties through the behavior of exitons and
polarons.9–11

In this paper, we focus on the EPC of monolayer (ML)-
regime metallic films on a semiconducting substrate, which
possess abrupt interfaces and host well isolated one- or
two-dimensional (1D and 2D) electronic states due to the
substrate band gap. In principle, these electronic systems
would exhibit more ideal low-dimensional EPC than surface
states of metal surfaces because of the limited coupling to bulk
electronic states. In particular, indium layers on the Si(111)
surface, the so-called 4 × 1-In13 and

√
7 × √

3-In14 surfaces
are interesting since they exhibit at low-temperature broken
symmetry ground states due to EPC such as charge-density-
wave (CDW)13 and superconducting phases.15,16

The 4 × 1-In layer forms at one ML coverage of In. Indium
atoms are incorporated into the Si(111) top layer to form
a 1D chain structure; two zigzag In chains separated by
silicon zigzag chains constitute a unit cell (see Fig. 1).17 This
surface exhibits three quasi-1D metallic surface states, one
half-filled and the others less-than-half filled (see Fig. 2),13

which could be fully reproduced by band structure calculations

based on the above structure model.18 A metal-insulator
phase transition into a periodicity doubled 8 × 2 phase was
reported at 120–130 K and was discussed in terms of
Peierls instability and the CDW formation.13,19 However, the
complex band structure with multiple 1D bands has made the
interpretation of the phase transition difficult in terms of a
simple, single-band, Peierls transition.20 The atomic structure
of the low-temperature phase was determined recently, which
in turn revealed the electronic energy gain through the
metal-insulator transition may not be significant.21 Natu-
rally, the order-disorder transition scenario emerged, which
interpreted the high temperature phase as a fluctuating state
between degenerated 8 × 2 configurations.22 This idea was
subsequently denied by ARPES,23,24 core-level photoelectron
spectroscopy,23,25 Raman spectroscopy,26 and x-ray diffraction
measurements.27 That is, vast experimental evidence has been
accumulated to conclude that the metal-insulator transition
accompanies a displacive structural distortion and that the
structural and electronic degree of freedoms are tightly
entangled in this system. Very recently, a theoretical work
indicated the importance of the phonon structure and the
entropic gain in the free energy in understanding this phase
transition.28 However, even in this most updated theoretical
study, the EPC was not fully considered, which calls for further
theoretical and experimental studies on the EPC in this system.

On the other hand, at a higher In coverage than one ML,
a well-ordered layer with a

√
7 × √

3 periodicity forms.29,30

This surface exhibits a well defined 2D nearly-free-electron
band at Fermi level, while its whole band structure with various
branch bands was not fully understood.14 The atomic structure
and the exact In coverage of this surface have not been clear
with different structure models proposed.14 The EPC strength
was estimated roughly by ARPES to be similar to that of bulk
In, which suggested the possibility of the superconducting
phase at low, but relatively high, temperature.14 Very recently,
the superconducting transition was indeed observed to occur at
3.18 K, which is surprisingly close to that of the bulk transition
temperature 3.4 K against the conventional wisdom of the
absence of a long-range superconducting correlation in the 2D
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FIG. 1. (Color online) LEED patterns for the (a)
√

7 × √
3-In

and (b) 4 × 1-In surfaces. Schematics of the structure models for
the

√
7 × √

3-In surface with (c) 2.4 ML as proposed recently37 and
(e) 1.2 ML (the so called rectangular

√
7 × √

3 model) and the widely
accepted model (1.0 ML) for (d) the 4 × 1-In surface.17 The side
views are along the [112̄] direction.

limit.15 In contrast to
√

7 × √
3-In, a similar 2D layer of Pb

on Si(111),
√

7 × √
3-Pb, showed the superconducting phase
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FIG. 2. (Color online) Schematics of Fermi contours for the
Si(111)

√
7 × √

3-In and (b) 4 × 1-In surface. The corresponding
band dispersions (ARPES intensity maps in color scale) measured
along the red lines in (a) and (b) at 130 K are displayed in (c) and (d),
respectively. The surface state band dispersions are guided by dashed
lines.

only below 1.52 K, reduced significantly from the transition
temperature 7.19 K of bulk Pb.15,31 It is thus obvious that a
more detailed study of EPC in these systems is required to
understand the origin of the 2D superconducting phase itself
and the contrasting behavior between In and Pb layers.

In the present study, we attempted to quantify the EPC
of the Si(111)

√
7 × √

3-In and Si(111)4 × 1-In surfaces. We
performed detailed ARPES measurements for a few different
surface states of two surfaces. The energy widths of the surface
states were measured as a function of temperature, which were
used to determine the EPC constant λ of specific surface
states reliably. Our results clearly indicate that λ is largely
different between the

√
7 × √

3-In and 4 × 1-In surfaces.
The

√
7 × √

3-In surface states show λ similar to bulk In as
reported earlier but those of 4 × 1-In exhibit the substantial
enhancement in λ. This enhancement is discussed in terms
of the dimensional character of surface state bands and the
symmetry-breaking phase transitions found on these surfaces.

II. EXPERIMENTAL METHODS
AND STRUCTURE MODELS

An n-type Si(111) substrate with a resistivity of 5–10 �cm
was heated by direct current to obtain a 7 × 7 reconstruction.
A Si(111) substrate with a miscut by 1.9◦ towards [112̄]
was used to avoid the formation of triply rotated domains
of 4 × 1-In and

√
7 × √

3-In due to their reduced rotational
symmetry.14,32 After depositing In of larger than 2 ML on
Si(111)7 × 7, various surface reconstructions were formed by
post annealings at different temperatures to remove the excess
In.33 Annealing to 500 K, we observed the low-energy-electron
diffraction (LEED) pattern of a single domain

√
7 × √

3-In
surface as shown in Fig. 1(a). Further annealing of the√

7 × √
3-In surface at about 600 K leaded to the formation

of a single domain 4 × 1-In surface [see Fig. 1(b)].
Atomic structure models of these surfaces are shown in

Fig. 1. As mentioned above, the 4 × 1-In surface is composed
of alternating zigzag chains of In and Si atoms [Fig. 1(d)].
This structure model is well supported by the total energy
calculations,18,34 the LEED I-V analysis,35 and the x-ray
diffraction data17 as well as the comparison of various exper-
imental data such as band dispersions,13 scanning tunneling
microscopy images,19 and optical absorption spectra36 with
those calculated based on the model. This structure undergoes
a displacive phase transition into a 8 × 2 structure below
125 K, where the two In zigzag chains are rearranged into
hexagons.13,21,28 On the other hand, the atomic structure of the√

7 × √
3-In surface is rather uncertain. Two structure models

with 1.2 ML of In were proposed, which are called the hexago-
nal and rectangular

√
7 × √

3 structures [Fig. 1(e)].29,30 These
models are simply based on the interpretation of the apparent
STM images but little conclusive evidence has been available
to pin down one model. In sharp contrast, a recent total-energy
calculation suggested that a new structure, the double In
layer structure (each layer with 1.2 ML of In) [Fig. 1(c)], is
energetically favored over the previous single layer models.37

Moreover, it was clarified that only the double In layer model
can properly reproduce the experimental band dispersions.37

For ARPES measurements, a high-performance electron
analyzer (R4000, VG Scienta, Sweden) was utilized with a He
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Iα discharge radiation (hν = 21.2 eV). The band dispersions
were measured from 100 to 300 K. The angle and energy
resolutions were 0.15◦ and 15 meV at best. LEED patterns
were used to check the surface order and to ensure consistent
surfaces for repeated surface preparations.

III. RESULTS AND DISCUSSION

A. The Si(111)
√

7 × √
3-In surface

Figure 2(a) shows the schematic Fermi contour reported
previously and the ARPES intensity map measured along the
[11̄0] direction of the

√
7 × √

3-In surfaces at 130 K. For the√
7 × √

3-In surface, the ARPES map is taken crossing one
� point of the surface Brillouin zone (SBZ). This particular
k span shows most of the surface states with better clarity
in ARPES. The Fermi contours of

√
7 × √

3-In are mainly
composed of the traces of a 2D free electron circle (one
parabolic band) [solid lines in Fig. 2(a)] overlapped according
to the

√
7 × √

3 periodicity.14 In the band map, this Fermi
contour corresponds to the surface state denoted ss. Other
surface states, S1 (corresponding to the Fermi contours in
gray lines), S2, and S3, were assumed to come from In-Si
bonds at the interface. The Fermi contours and the underlying
band structure of

√
7 × √

3-In are well reproduced in a recent
calculation based on the double layer model.37 The above
interpretation for the surface state bands is roughly consistent
with this calculation, while the calculation discloses more
complicated origin of each band. The S1 state largely comes
from the in-plane In-In bonding in the second In layer while
the S2 and S3 bands mostly from the interfacial In-Si bonds.
The ss state would be a result of the overlap of two adjacent
bands due to the electronic state localized on the first (top)
In layer and that representing the bonds between the two In
layers. Even for the ss state, there is a strong hybridization
with the interfacial In-Si state when its energy deviates from
the Fermi level, that is, near the � point. Thus, in the present
study, we treat most of the surface states observed except for S1
and ss near the Fermi energy as due to the In-Si bonds. At the
particular photon energy used, we could not clearly resolve out
another surface state due to the first In layer, which was rather
prominent in the previous ARPES study14 performed with a
much higher photon energy of 100 eV. We attribute this to the
variation of the photoemission crossection or matrix elements
due to a large difference in the exciting photon energy. Indeed,
substantial differences are noticed for spectral weights of most
of the surface states while their dispersions are consistent in
the previous and present works.14

In order to determine EPC constants λ’s of the
√

7 × √
3-

In surface, we carried out temperature-dependent ARPES
measurements. It is well established that at sufficiently high
temperatures as in the present experiment, the temperature-
dependent part of the lifetime of a surface-state photohole
τhole is mainly governed by the photohole decay through the
coupling with phonons. Then, the temperature dependence
of τhole is given by h̄/τhole = 2πλkBT (kB is the Boltzmann
constant) and the spectral width of a surface-state band
	E, inversely proportional to τhole, depends linearly on the
temperature.8,38 Thus the EPC constant λ can be extracted

FD
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BG

BG

1

(a) (b)

(c) (d)

(e)

1

FIG. 3. (Color online) Selected ARPES energy distribution
curves for different surface states at different kx indicated by arrows
in Figs. 2(c) and 2(d) taken at 130 K. These curves are fitted with
multiple Lorentzian functions (shown in the figure) and the Fermi-
Dirac (FD) function and smooth polynomial backgrounds (BG) to
extract the spectral width of each surface state. The results of the fits
are overlapped as solid lines on the raw data in open circles. The
widths of relatively sharp and well separated surface-state features,
those with hatchings, were analyzed further for their temperature
dependence.

from the slope of the temperature dependence of 	E:8,38

λ = 1

2πkB

d	E

dT
. (1)

For the measurements of 	E, we chose energy distribution
curves (EDC’s) at several different k points [indicated by the
arrows in Fig. 2(a)]. The spectral width in EDC becomes very
broad and is not reliably fit for a k point where the surface-state
band exhibits a steep dispersion. Thus we selected k points
where the surface states show only gentle dispersions. The
selected EDC’s are shown in Figs. 3(a)–3(c), which were
then fit by Lorentzian functions with smooth (polynomial)
backgrounds and a Fermi-Dirac function.12 The resulting
Lorentzian linewidths for a few surface states are displayed
in Fig. 4(a) as a function of temperature. Indeed, the spectral
widths of surface states extracted experimentally increase
monotonically with the increase of temperature, which are fit
well by a linear function within the experimental uncertainty.
The obtained EPC constant λ values are 0.80 ± 0.17 (ss),
1.02 ± 0.16 (S1), 0.96 ± 0.13 (S3

a), 0.88 ± 0.17 (S3
b). The

width of the S2 state with a high binding energy of about
0.8 eV was too broad for a similar analysis. The corresponding
photohole lifetime τhole at 300 K varies between 3.9×10−15 and
5.0×10−15 s as summarized in Table I.
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FIG. 4. (Color online) The Lorentzian energy widths of the
surface states of the (a)

√
7 × √

3-In and (b) 4 × 1-In surfaces are
plotted as a function of temperature. From the linear fit of each set
of data the corresponding electron-phonon coupling constant λ was
obtained as indicated. For the S3 state, the width data were taken at
two different k points (in-plane electron momenta), indicated by a and
b arrows in Fig. 2(c), which are marked as S3a and S3a , respectively.
The possible range of the linear fits are indicated by shadows, which
was used to conservatively estimate the uncertainty in quantifying λ.

The EPC constants λ’s of ss, S1, and S3 bands vary between
0.8 and 1.0 around the corresponding bulk value of 0.9 ± 0.1.

In principle, the EPC constant can vary from band to band
and from one k point to the other for a single band due to
different density of states (DOS) of electrons and phonons.39

The k dependence of a single band was examined for S3,
which exhibits λ of 0.88 and 0.96 at two different k points.
This variation is smaller than the difference between different
bands. In general, the λ value (the photohole relaxation time
τhole) is mostly smaller than unity (larger than 10−14 ∼ 10−15 s)
for bulk metals, while it often becomes larger at surfaces.38

This enhancement can come from the enhanced electron DOS
near Fermi energy,40 which is due to the change of Fermi
surface (band) geometry from 3D to 2D. In addition, in 2D
systems, the lack of 3D screening of electrons can also help
to enhance the EPC. However, such a surface enhancement is
not noticeable in the surface states of

√
7 × √

3-In. The recent
observation of the relatively high-superconducting Tc (94%
of the bulk value) of the

√
7 × √

3-In surface, thus cannot be
explained by the enhanced EPC. Note that the single layer
of Pb on the same substrate exhibited a much reduced Tc,
1.52 K, only 21% of the bulk value.15 We suggest that the
relatively high Tc of

√
7 × √

3-In is due to the fact that this
structure is composed of the double In layer as indicated by a
recent calculation.37 In the case of Pb, the double layer has a Tc

of 3.65 ± 0.15 K, reaching to 51% of bulk value.41 While the
increasing trend of Tc with respect to the increase in the film
thickness is consistent for Pb, the high Tc of the In double layer,√

7 × √
3-In, is outstanding. The recent calculation further

showed that even at this thickness the DOS of
√

7 × √
3-In

are surprisingly close to that of bulk In. This must be related to
the very high Tc. A more detailed discussion on the EPC and its
influence on the 2D superconductivity requires the information
on the phonon DOS, which is not available at present.

B. The Si(111)4 × 1-In surface

Figure 2(b) shows the schematic Fermi contours reported
previously and the ARPES intensity map measured along the
[11̄0] direction of the 4 × 1-In surfaces at 130 K. For the
4 × 1-In surface, the ARPES map is taken crossing one X point

TABLE I. Electron-phonon coupling constant λ, photohole lifetime τhole (at 300 K) of the surface states measured in the present experiments,
and the compilation of the experimental values of the electron-phonon coupling constant λ for other surface systems.

Surface Phase State Photohole lifetime τhole λ (surface) λ (bulk) Reference

Our experiments
In/Si(111)

√
7 × √

3 ss 5.0 ×10−15 s 0.80 (±0.17) 0.9 (±0.1) 42
S1 3.9 ×10−15 s 1.02 (±0.16) 0.9 (±0.1) 42
S3

a 4.2 ×10−15 s 0.96 (±0.13) 0.9 (±0.1) 42
S3

b 4.5 ×10−15 s 0.88 (±0.17) 0.9 (±0.1) 42
In/Si(111) 4 × 1 m2 3.2 ×10−15 s 1.26 (±0.22) 0.9 (±0.1) 42

m3 2.2 ×10−15 s 1.80 (±0.17) 0.9 (±0.1) 42
Other experiments
Pb/Si(111)

√
3 × √

3 1.07 (±0.13) 1.41 15,43
Be(0001) 1.15 0.24 38
Be(1010) 0.65 ± 0.02 0.24 44
Bi(001) 0.3 ∼ 1.0 −0.13 45
Cu(110) 0.23 ± 0.02 0.15 46
V(001) 1.45 −0.4 47
Ag/Fe(100) 0.3 ∼ 1.0 0.15 48
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of the corresponding SBZ. The origins of the metallic surface
states of the 4 × 1-In surface are simpler and well understood.
As shown in Figs. 2(b) and 2(d), there exist three partially filled
metallic bands. The m3 band is a half-filled band and is close to
an ideal 1D band with a minimal dispersion perpendicular to In
chains. The other bands m1 and m2 have substantial dispersions
perpendicular to the wires and are almost degenerated around
the M point. The calculations confirmed that these metallic
states are due largely to in-plane In-In bonds within the In
chains.18,34

We also performed temperature-dependent ARPES mea-
surements for determination of EPC constant λ’s of the
4 × 1-In surface. When we fit EDCs of the 4 × 1-In surface
at selected k points in Fig. 2(d), only the temperature-
independent smooth (polynomial) backgrounds were needed.
The obtained EPC constant λ values are 1.26 ± 0.22 (m2)
and 1.80 ± 0.17 (m3). The corresponding photohole lifetime
τhole at 300 K varies between 2.2×10−15 and 3.2×10−15 s as
summarized in Table I.

What is contrasting is that the EPC constant λ of the m3

surface state of the 4 × 1-In surface is as large as 1.8. This
is the largest value ever observed in surface systems.8 The
surface to bulk ratio of λ or the surface enhancement itself is
not too surprising since the enhancement up to 300–400% was
observed previously on metal surfaces such as V and Be.38,47

Note also that all the previous measurements were done on
surface states with 2D dispersions while the m3 band has an
almost ideal 1D dispersion. On the other hand, the λ value of
m2 state on the same surface is much smaller as 1.3, but still
significantly larger than the bulk value. From this, we speculate
that the diversified λ value is due mainly to the dimensional
character of the surface state bands. As shown in Fig. 2, the
m3 band has an almost ideal 1D dispersion while m2 has a
substantial 2D modulation. In order to provide a little bit more
quantitative measure, we calculated the DOS at the measured k

points using the experimentally determined band dispersions.
We first fit the measured band dispersions by a function E(k) =
E0 + h̄2

2m∗
x
k2
x + h̄2

2m∗
y
k2
y , which then provides the DOS values by

a formula of
∫

1/[2π2|∇E(kx,ky)|]dk (the integration over a
2D k-space line with the span of the experimental resolution
of 0.01 Å

−1
). The calculated DOS of a nearly ideal 1D band

of the m3 band at the selected k point is 1.7 × 10−2/eV, which
is about 1.2 times that of the quasi 1D band m2 at the selected
k point and 2.7 times that of an isotropic 2D parabolic band.
Therefore it seems reasonable to attribute the main difference
between the m2’s and m3’s EPC to their band dispersions and
DOS while we assume the phonon parts are not substantially
different for these two closely lying bands. In principle, a
large difference in the EPC of different bands of the same
material is in fact not unusual due to the largely varying DOS
and phonon spectrum from band to band and for different
energy and momentum values. Indeed, a recent state-of-the-art
calculation showed that the EPC strength can vary by up to
four times for different bands of bulk Pb.39

While the present measurements utilized ARPES, the recent
surface transport measurements also reported the EPC values.
The λ values reported are 0.77 and 2.36, along and perpendic-
ular to the chains, respectively, for 4×1-In (as calculated from
the τhole value reported)49 and 1.2 for

√
7 × √

3-In.50 If we

assume that the ARPES values averaged over different bands
correspond to the transport values averaged over different
directions, then the present and the transport measurements
are roughly consistent for the 4 × 1-In case. The discrepancy
for the

√
7 × √

3-In surface is not substantial considering the
experimental errors. We note that the transport measurement
confirms the enhanced EPC for the 1D surface state of 4×1-In
in agreement with the present work.

The large EPC strength of the half-filled 1D band of m3

may indicate that the EPC is important for the metal-insulator
transition above 120 K accompanying a displacive structural
distortion. While the recent theoretical study indicated the
important contribution of the phonon degree of freedom in
this phase transition,28 the EPC contribution was not fully
investigated yet. Since such a quantitative study of the EPC
is possible with the first-principles calculations of the phonon
spectrum and the evaluation of the Eliashberg function,51 a
further theoretical study would provide a clearer insight into
the mechanism of this phase transition.

It is noteworthy that the apparent widths of surface states
increase below the transition temperature of 120–130 K for the
metal-insulator transition in clear contrast to the monotonic
decrease from room temperature to this temperature. Below
110 K or so, the band structure is replaced by two fully gapped
bands of the 8 × 2 structure.20,24 Thus one cannot trace the
width of the metallic surface states at a lower temperature.
The increase of the width just below 125 K is understood from
the extra fluctuation during the phase transition such as the
mixture of metallic and insulating domains19 and the critical
fluctuations. This behavior, the apparent reduction of the width
near the transition temperature, is not easily compatible with
the order-disorder transition scenario for the phase transition,
where the fluctuation increases gradually and continuously
(thus cannot be suppressed at a certain temperature range)
as the temperature increases. This conclusion is consistent
with the other recent experimental evidences such as x-ray
diffraction and optical spectroscopy measurements27,36 as well
as the abrupt change of the band structure itself at the transition
temperature.23,24

IV. CONCLUSIONS

We performed temperature-dependent ARPES measure-
ments for the metallic In adlayers grown on the Si(111) surface.
We quantified the electron-phonon coupling constants λ’s of
the quasi 1D surface states of the 4 × 1-In surface at one
ML and the 2D surface states of the

√
7 × √

3-In surface
formed at a higher In thickness. The λ values of the 2D surface
states of the

√
7 × √

3-In surface vary between 0.8 and 1.0
being very close to that of bulk In 0.9.14 This is thought
to be related to the very much bulklike DOS characteristics
of the double layer

√
7 × √

3-In structure disclosed in a
recent theoretical study.37 This can also explain the relatively
high superconducting transition temperature of this surface,
which is fairly close to the bulk transition temperature. In
sharp contrast, the electron-phonon coupling strength of the
quasi-1D metallic surface states of the 4 × 1-In surface was
found to be substantially enhanced from the bulk value as
1.3 and even 1.8 for an ideally 1D half-filled band. This
enhancement can largely be explained by the enhanced DOS
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due to the change of the band (Fermi surface) geometry from
2D (or 3D) to quasi-1D and 1D. The role of the enhanced
electron-phonon coupling of the half-filled metallic band in the
periodicity-doubling metal-insulator transition is required to
be investigated further, in particular, by theoretical calculations
of the phonon spectrum and the Eliashberg function.
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