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Atomistic simulation of doping effects on growth and charge transport
in Si/Ag interfaces in high-performance solar cells
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We present the results of a first-principles atomistic simulation study of the effects of phosphorus doping on
the silver/silicon interface as found in high-performance solar cells. Calculating the interfacial stabilities of the
(110)/(110) and (111)/(111) interfaces we demonstrate how the presence of phosphorus increases the nucleation
rate of silver crystallites and how the relative stabilities of the interfaces depend on the doping. We then calculate
the electronic structure of the interfaces, demonstrating how the presence of phosphorus leads to a buildup of
positive charge in the silicon and an opposite negative charge in the silver. Finally we show how this charge
buildup significantly affects the n-type Schottky barriers at the interfaces, in both cases lowering the Schottky
barrier by more than 100 meV.
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I. INTRODUCTION

The silicon silver (Si/Ag) interface plays an important role
in modern industrial high-performance solar cells, in which
Ag is commonly used as a contact for the n-type Si emitter.1,2

The contact resistance (Rc) at this interface plays a significant
role in determining the overall device efficiency; indeed the
majority of process-induced losses in industrial crystalline
silicon (c-Si) solar cells can be attributed to the formation of
metal-semiconductor contacts. Recently a number of studies
have investigated the mechanisms of both contact formation3,4

and charge transport5 at this interface.
In this paper we investigate the role of phosphorus doping

on Rc using ab initio simulations and building on previous
results for undoped Si/Ag interfaces identified in c-Si solar
cells.6 Currently industrially produced solar cells require high
surface concentrations of P, exceeding the solubility limit in
Si, to achieve ohmic contacting. This situation is undesirable
as the high surface concentration of P results in recombination
losses, which in turn lead to current and voltage losses. We
consider two major roles played by P, first in promoting the
formation of Si/Ag interfaces, second by altering the charge
transport barrier at the Si/Ag interfaces formed.

The Si/Ag interface in high-performance solar cells has
been the subject of significant amounts of research. Ballif
et al.1,7 used high-resolution electron microscopy (HREM)
and energy-dispersive spectroscopy (EDS) to investigate the
interface, demonstrating that the interface is composed of
nanoscale Ag crystallites growing into the Si wafer. Such
pyramidal crystallites have also been reported for other metal-
semiconductor interface systems, for example Cu-Si8 and
Al-Si.9

The performance of the solar cell depends on sufficient
contact area being established between the Si and Ag, so
increasing the number and size of Ag crystallites is desirable.
Schübert10 has reported systematic studies of the effect of P
surface concentration and temperature on the Ag crystallite
formation. This study showed an increased number and size
of crystallites with increased doping and temperature and
concludes that in highly doped emitters “the activation energy
for initiating Ag crystal growth on silicon can be assumed to

be lower”. In addition Schübert demonstrated the effect of Si
wafer texturing on the crystallite growth, concluding that the
activation energy for crystal growth is also dependent on Si
crystal orientation. In this paper, using ab initio techniques to
calculate the thermodynamic work of separation for Si/Ag
interfaces and its dependence on doping and orientation,
we are able to explain these results within the context of
classical nucleation theory (CNT). It is important that we
stress, from the outset, the fact that CNT can provide, at
best, semiquantitative results. Therefore, while the results
which we present here should be treated as an explanation
of the phenomenon of increased Ag crystallite formation in
the presence of P doping, they should not be treated as a
quantitative prediction of the degree to which crystallization
is increased by the presence of P doping. Such predictions
require a further set of careful calculations, which are beyond
the scope of the current study.

In addition to increasing the contact area between Si and
Ag it is desirable to reduce the contact resistivity (ρc). ρc

is exponentially dependent on the Schottky barrier height
(SBH).11,12 Basic Schottky theory suggests that the SBH at
an interface should be dependent only on the bulk properties
of the two materials at the interface, the work function of
the metal, and the electronegativity of the semiconductor.13,14

However there have been many examples, both theoretical and
experimental, showing the influence of the interface itself on
the SBH.15–18 In fact the SBH can be partitioned into two
terms (SBH = �EV + �V ).19 �EV depends on the relevant
valence band edges in the two materials and is characteristic
of the bulk materials, while �V is the electrostatic potential
lineup at the interface, and can, in principle, depend on the
local structure.

We have previously demonstrated that the SBH at the pure
Si/Ag interface can depend on the crystal orientation of the
interface.6 In this paper we extend this study to account for
the effects of P doping to simulate the Ag interface with an
n-type emitter. We demonstrate the lowering of the SBH in the
presence of P doping. The values calculated in this study are
necessary as input parameters for macroscopic device models.
In conjunction with our findings relating to the effects of P on

245319-11098-0121/2012/86(24)/245319(7) ©2012 American Physical Society

http://dx.doi.org/10.1103/PhysRevB.86.245319


KEITH T. BUTLER AND JOHN H. HARDING PHYSICAL REVIEW B 86, 245319 (2012)

FIG. 1. (Color online) Schematic illustration of the use of
supercells to overcome lattice mismatch. Left: Si (u = 7.679 Å,
v = 7.679 Å) and Ag (u = 5.784 Å, v = 5.784 Å) unit cells differ
by 25% in u and v lattice directions. Right: Si (×3) and Ag (×4)
supercells have very little lattice mismatch.

the crystallization of Ag these values can be used to inform
future cell fabrication design.

II. NUMERICAL METHODS

All starting geometries for the current simulations were
taken from previous work on the undoped Si/Ag interface.6 All
density functional theory (DFT) calculations were perfomed
using the Vienna Ab initio Simulation Package (VASP).20

In all cases we employed the PBE functional21 with a
plane wave cutoff of 450 eV and projector augmented wave
pseudopotentials.22 All supercells in this paper consist of
various numbers of Si and Ag unit cells in the plane of the
interface, chosen in order to minimize the effects of lattice
mismatch, as illustrated in Fig. 1. In all cases the remaining
lattice mismatch, which was 0.3%, was accounted for by
compression of the Ag. To investigate the effect of different
doping levels we have used supercells with different numbers
of Si atoms. The compositions and doping levels of all cells
used in this paper are presented in Table I. We have investigated
the (110)/(110) and (111)/(111) interfaces, which we have
previously identified by transition electron microscopy6 and
which constitute the faces of crystallites growing into the (111)

TABLE I. Supercell setups for the interface calculations, showing
the number of periodic images of each material used in the setup
in order to reduce minimize lattice mismatch and alter the doping
concentrations. P doping concentrations are also included.

Interface Ag (u × v) Si (u × v) ND (cm−3)

Ag(110)/Si(110) 4 × 4 3 × 3
Ag(110)/Si(110) 8 × 4 6 × 3 1.73 × 1020

Ag(110)/Si(110) 12 × 4 9 × 3 1.16 × 1020

Ag(111)/Si(111) 4 × 4 3 × 3
Ag(111)/Si(111) 8 × 4 6 × 3 2.78 × 1020

Ag(111)/Si(111) 16 × 4 12 × 3 1.39 × 1020

FIG. 2. (Color online) Schematic illustration of the growth habits
of Ag crystallites on flat textured Si (111) surface. The crystallite
grows in a pyramidal shape with (110) planes on the side and a (111)
plane at the base.

face of textured c-Si, as found in many high-performance solar
cells. The geometry of these crystallites is illustrated in Fig. 2.

III. DOPING ENERGY AND LATTICE STRAIN

The first step in our investigation of the effects of P doping
at the Si/Ag interface is to establish the preferred location of
P dopant atoms at the interface for the various configurations.
It is well known that P dopes Si substitutionally,23,24 so our
method involves replacing a Si atom in each atomic layer
moving away from the interface one at a time and calculating
the resultant supercell energy. The energy of substituting a Si
atom with a P atom, relative to the energy of substitution on
the bulk Si, is calculated from

E = EInterface
Doped − EBulk

Doped + EBulk
Pure − EInterface

Pure . (1)

Applying this formula we obtain the doping energies presented
in Fig. 3. This shows a clear trend at both interfaces for
the segregation of P away from the bulk Si and towards the
interface. However there is a notable difference, in that the
dopant atom at the 110 interface prefers to sit one atomic layer
back from the interface, while at the 111 interface the preferred
position is at the interface itself. Since the most favorable sites
for substitution are found to be the first layer in the (111)/(111)
interface and the second layer in the (110)/(110) interface, all
studies of the effect of doping from here on in this study will
be based on these substitution sites.

In Fig. 3 we present the distortions to the atomic positions
at the interfaces, both with and without doping. This figure
presents the root-mean-squared displacements (RMSD) of the
atoms in the supercell from their idealized lattice positions.
At both interfaces the majority of the strain caused by the
formation of an interface from bulk materials is manifested
in the Ag side of the interface. At both interfaces the strain
penetrates further into the Ag lattice in the absence of a doping
P atom. This effect is particularly notable at the 110 interface.
Interestingly the presence of the dopant atom does not seem
to cause any major strain on the Si lattice at the (111)/(111)
interface, beyond that caused by the formation of the interface.
Clearly in the case of the doped (110)/(110) interface the
RMSD variations in the Si layer are not monotonic away
from the interface. This is due to the fact that the dopant P
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FIG. 3. (Color online) Left: Relative energy of doping with respect to the layer in which Si is replaced. Values are relative to the most stable
doping layer. The layers are counted beginning at the interface. Right: RMSD of the Si and Ag atoms in the layers closest to the interface from
ideal crystal position upon formation of the interface.

atom is present in the second layer away from the interface
and introduces larger local distortions in the second and third
layers of Si than the interface introduces in the first layer.

IV. INTERFACE ENERGY AND CRYSTALLITE
NUCLEATION

In order to consider the possible mechanisms leading to
the promotion of Ag crystallite formation in the presence of
P doping we now examine the energies associated with the
various interfaces both in the presence and absence of P. The
possibility we consider is that P lowers the interfacial energy
thereby promoting nucleation of Ag at the Si interface during
the firing process. According to classical nucleation theory
(CNT),25 the energy barrier for homogeneous nucleation is
given by

�GHomo = 16πσ 3

3(Gv)2
, (2)

where σ is the surface energy and Gv is the bulk free energy
difference between the phases.

In the case of nucleation at a heterointerface the free energy
barrier to nucleation is modified by a factor depending on
the interfacial free energies between the phases present. The
relationships between the free energies can in turn be related
to the contact angle formed by a droplet of the liquid phase on
the solid phase:26

�GHetero = �GHomo × f (θ ), (3)

where f (θ ) = 1
2 − 3

4 cos(θ ) + 1
4 cos3(θ ) is a function of the

wetting angle of material B on the surface of material A.
The wetting angle can be related to a thermodynamic quantity
known as the work of adhesion (Fad ),27 which is the reversible
free energy of forming two free surfaces from an interface,
from the formula

Fad = σ1v[1 + cos(θ )], (4)

with σ1v the interfacial energy of the liquid silver with the glass
medium present during the firing process, and θ the wetting
angle.

However, from a theoretical point the direct calculation of
Fad presents some serious problems, as it includes all possible
changes due to factors such as diffusion, plastic, and elastic
deformation. Figure 4, adapted from the paper of Finnis,27

to which we refer the reader for a fuller explanation of this
topic, presents the relationship between Fad and a property
known as the work of separation (Wsep), which is a much
more tractable quantity to obtain from simulations. Figure 4
shows that Fad is Wsep minus the energy changes arising from
diffusive relaxation and both elastic and plastic deformation
of the new interfaces created by removing the silver from the
silicon. If we therefore have two systems in which the energies
of diffusion and elastic and plastic deformation are equal, the
relative values of Wsep would provide the relative values of
Fad . In this study we compare only Si surfaces with the same
crystallographic orientation; therefore the trends in the Wsep

should reflect the trends in Fad in a semiquantitative fashion.
To go beyond this and compare rates for the different Si
surfaces would require the explicit calculation of Fad , since the
deformation and diffusion energies at the different Si surfaces
would be expected to differ, and is beyond the scope of this
study.

We note that accurate quantitative calculation of the energy
of doping would also require some accounting for the finite
cell size effects introduced by the use of periodic boundary
conditions. The effects of interactions between defects across
cell boundaries can be accounted for a priori, by methods
such as the local moment countercharge method,28 or by
extrapolation of the results to the limit of infinite cell size.29,30

FIG. 4. (Color online) Schematic representation of the relation-
ship between Fad and Wsep. Adapted from Ref. 27.
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TABLE II. Calculated works of separation for the doped and
undoped Si/Ag interfaces.

Wsep (J m−2) Wsep (J m−2)
Interface Doped Undoped �Wsep (J m−2)

(110)/(110) 0.99 1.90 0.91
(111)/(111) 1.28 1.47 0.19

The finite cell effects are of most importance when the defects
carry strongly localized point charges and the relaxations in
the lattice around the defect are large;31 neither of these is
the case in our systems. The Wsep energies are calculated
for the largest supercells in this study, which includes up to
third-nearest-neighbor atoms within the same periodic image
as the dopant atom. Given that the results we present here are
semiquantitative at best and are intended to explain, rather than
quantify, the effects of P doping on Ag crystallite formation, we
feel that the use of such a large supercell without application of
corrections is sufficient, while noting that for further predictive
studies such corrections would be required.

In our system we have the complication that the silicon and
silver are in contact with a glass, rather than a vapor. Thus, in
order to consider the nucleation rates at the different crystallo-
graphic orientations we would require the interface energy be-
tween the interfaces and the glass medium. Given the necessity
for computationally demanding techniques when calculating
interface free energies of liquid/solid interfaces,32,33 this task
is beyond the scope of the current study. Rather, we consider
the crystallographic orientations separately. This allows us to
make a semiquantitative comparison between the doped and
undoped interface nucleation rates for a given interface within
CNT.

The calculated values for Wsep in the presence and absence
of P doping are presented in Table II. This clearly demonstrates
that P doping increases Wsep, implying more stable interfaces
and larger values of cos(θ ) and hence a greater reduction of
the energy barrier to nucleation. This can be directly related to
the result from the section on doping energy and lattice strain
where we demonstrated the decreased strain in the Ag lattice
in the presence of P doping. To illustrate how this changing
of the interface stability alters the number of crystallites
formed we consider the nucleation rate (I ) from CNT, given
by

I = βN exp

[−�GHetero

kBT

]
, (5)

where N is the number of potential nucleation sites per unit
volume, T is temperature, kB is Boltzmann’s constant, and
β is the rate of diffusion of molecules to the cluster. We
calculate the wetting angle by substituting Wsep for Fad in
Eq. (4). This means that our results must be treated as at best
semiquantitative; however, given the almost pure nature of both
materials in our system this approximation is reasonable to
make. We use this value to calculate an energy barrier relative
to the barrier for Ag homogenous nucleation from Eq. (3). We
can then consider the rate of nucleation in the doped relative
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FIG. 5. (Color online) The ratio of nucleation rates for a range of
Ag/glass interfacial energies (σ1v) at the doped and undoped interfaces
for the (111)/(111) Si/Ag interface (left) and the (110)/(110) Si/Ag
interface (right).

to the undoped case from

IDoped

IUndoped
= exp

[
�GHetero[f (θ )Undoped − f (θ )Doped]

kBT

]
.

(6)

From Eq. (4), it is clear that the cos(θ ) will depend on
the value of the silver/glass interface tension, as well as Fad .
Thus the nature of the glass will influence the manner in
which doping affects the barrier to nucleation. In order to
illustrate how the nucleation rate is increased by the presence
of P doping, and how this increase in turn depends on
the temperature and the silver/glass interface tension, we have
plotted the ratio of nucleation rate in the presence of P relative
to the rate on pure Si for the two interfaces in Fig. 5.

The normalized nucleation rates are presented in Fig. 5,
which shows the ratio of nucleation rates for the doped
and undoped systems for the (111)/(111) Si/Ag interface
(left) and the (110)/(110) Si/Ag interface (right). Clearly the
nucleation rate is increased for both interfaces when doping
is present, with a significantly more pronounced effect at the
111 interface. This result explains the increased density of Ag
crystallites observed in the presence of higher P doping of Si
crystals.10

V. CHARGE REARRANGEMENTS

To get a clear picture of the charge distributions across our
interfaces we consider first the planar average of the potential
in the plane (area S) orthogonal to the interface:19

n̄(z) = 1

S

∫
S

n(x,y,z)dxdy. (7)

This yields a one-dimensional charge density [n̄(z)] from
the three-dimensional density [n(x,y,z)]. We consider the
difference in charge density at the interfaces compared to
the undoped cases by subtracting the densities. The results
of these calculations are presented in Fig. 6. These plots show
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FIG. 6. (Color online) Charge rearrangements after doping the
Si/Ag (110) and (111) interfaces. The graph shows the linear average
of charge density in the direction orthogonal to the interface in
the doped system minus that in the undoped system. Grey section
is the silver layer; yellow section is the silicon layer.

the change in the number of excess electrons upon doping
the system. Clearly in both cases there is an increase in the
electron density at the semiconductor side of the interface,
with a complementary decrease in the electron density at
the metal side of the interface. The effect is larger in the
(111)/(111) interface, which we showed in a previous study6

has no charge transfer in the undoped system. This result
can have implications for the charge transport barrier at this
interface. The charge at the interface due to this charge transfer
results in a dipole forming at the interface; in effect the
semiconductor has a partially ionic termination. As has been
shown16 the positive charge at the semiconductor surface
lowers the potential in the semiconductor and decreases the
n-SBH. We will now consider the Schottky barriers at the
interfaces to demonstrate the effect of this charge.

VI. ELECTRONIC STRUCTURE
AND SCHOTTKY BARRIERS

The projected densities of states (PDOS) for the system
across the interface are presented in Fig. 7. As we found in the

FIG. 7. (Color online) Projected densities of states for the Ag and Si layers closest to the interface. The Ag layers are at the top moving
into Si layers towards the bottom. Upper plot is the (110) interface; lower plot is the (111) interface. Interface Fermi levels are highlighted by
the blue lines; the Si valence band maxima are represented by the red lines.
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TABLE III. Schottky barrier heights (φ) for the Si/Ag (110)/(110)
and (111)/(111) systems at various doping levels (ND) as calculated
from supercell simulations.

Interface ND (cm−3) φn (eV) φp (eV)

(110)/(110) 0.52 0.58
(110)/(110) 1.73 × 1020 0.36 0.64
(110)/(110) 1.16 × 1020 0.37 0.63
(111)/(111) 0.74 0.36
(111)/(111) 2.78 × 1020 0.52 0.58
(111)/(111) 1.39 × 1020 0.50 0.60

undoped case the metal-induced gap states (MIGS) decay more
quickly in the (111)/(111) interface than in the (110)/(110)
interface. In order to calculate the n-SBH we require the
difference between the Fermi energy of the interface and the
conduction band minimum of the semiconductor. We first
calculate the p-SBH as the difference between the valence
band maximum (VBM) and the Fermi energy and then
calculate the n-SBH by subtracting the p-SBH from the band
gap. We use the experimental band gap as GGA DFT methods,
such as the PBE functional which we have used, often seriously
underestimate the band gap. As can be seen from the PDOS
plot in Fig. 7, states in the band gap of the DOS caused by the
presence of the metal make the definition of the VBM difficult
from these calculations; therefore we calculate the VBM for
bulk Si and fit the DOS from the supercell calculations to this
through a reference value as in our previous study.6 However,
in this instance we set the reference state as the core 1s energy
levels of the bulk Si and the Si atoms far from the interface
in the supercell calculations. We believe that this gives a
more reliable reference value than the valence band bottom
previously used; however, we note that although the SBH for
undoped Si/Ag interfaces are altered from our previous study,
this alteration is not significant. In both systems the n-SBH
is lowered in the presence of P doping (see Table III), as we
expected, due to the charge buildup relative to the undoped
system. Also, the reduction in the n-SBH is more pronounced
in the (111)/(111) system than the (110)/(110) system. This
corresponds to the more pronounced charge difference at this
interface compared to the (110)/(110) interface.

To investigate the influence of the doping concentration
on the change in SBH we have considered both systems at
higher levels of doping. The difference between the SBH at the
different doping concentrations is not significant, which shows
that while the presence of dopant P at the interface has an effect
on the SBH, this effect is saturated beyond a certain level of
doping. Within the current limits of system size imposed by

the computational demands of such simulations we can say
that the effect of dopant P is saturated beyond ∼1.2 × 1020. In
addition we note that the small differences between the SBH
in the different sized supercells (�0.2 eV) suggests that the
presence of periodic boundaries, which can affect eigenvalue
levels, does not affect the accuracy of the calculated SBH in
these systems.

VII. CONCLUSIONS

In this paper we have explored the effects of phosphorus
doping on the Si/Ag interface as found in high-performance
solar cells using first-principles calculations. First we demon-
strated how the presence of P doping at the interface increases
the stability of this interface. We explained the stabilization
relative to the undoped interface by examination of the lattice
strain caused by the formation of the interface, showing that
strain is reduced in the presence of P. We then related this
stabilization of the interface to the experimental observation
of increased Ag crystallite formation in the presence of P
doping. Using CNT we show how the increased stability of
the interfaces results in a higher nucleation rate of crystallites.

We then investigated the effects of P doping on the n-SBH at
the two interfaces. We showed, by comparison to the undoped
interface, how the presence of P leads to charge buildups at
both interfaces, resulting in a net positive charge buildup in
the Si wafer and negative buildup in the Ag crystallite. We
find that at both interfaces there is a resultant decrease in the
SBH in the presence of P doping. The decrease in n-SBH at
the (111)/(111) interface is found to be greater, correlating
to the greater difference in charge at the interface compared
to the undoped interface. The n-SBH calculated in both cases
is found to differ significantly (>100 meV) from the undoped
case, suggesting the need to account for doping effects when
calculating SBH values for use in device scale models.
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