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We explore the charge transport mechanism in organic semiconductors based on a model that accounts
for the thermal intermolecular disorder at work in pure crystalline compounds, as well as extrinsic sources
of disorder that are present in current experimental devices. Starting from the Kubo formula, we describe a
theoretical framework that relates the time-dependent quantum dynamics of electrons to the frequency-dependent
conductivity. The electron mobility is then calculated through a relaxation time approximation that accounts for
quantum localization corrections beyond Boltzmann theory, and allows us to efficiently address the interplay
between highly conducting states in the band range and localized states induced by disorder in the band tails. The
emergence of a “transient localization” phenomenon is shown to be a general feature of organic semiconductors
that is compatible with the bandlike temperature dependence of the mobility observed in pure compounds.
Carrier trapping by extrinsic disorder causes a crossover to a thermally activated behavior at low temperature,
which is progressively suppressed upon increasing the carrier concentration, as is commonly observed in organic
field-effect transistors. Our results establish a direct connection between the localization of the electronic states
and their conductive properties, formalizing phenomenological considerations that are commonly used in the
literature.
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I. INTRODUCTION

Remarkable progress has been made in recent years in
understanding and improving electronic transport in organic
semiconductors (OSCs) and devices. Mobilities exceeding
10 cm2/V s are now measured in an increasing number
of organic field-effect transistors (OFETs) based on single
crystals.1–5 Such values are orders of magnitude lower than
those attainable in inorganic semiconductors, and are indica-
tive of extremely short electronic mean-free paths—on the
order of the intermolecular distances6,7—causing a breakdown
of the basic assumptions underlying band transport. This
occurs despite the relatively modest coupling of the carriers
with intramolecular vibrations, which rules out the presence
of polarons in such materials.8,9 It is currently believed
that the mobility in crystalline organic semiconductors is
intrinsically limited by the presence of large thermal molecular
motions, which are a direct consequence of the weak van der
Waals intermolecular bonds.10–14 Deviations from the perfect
crystalline arrangement act as a dynamical source of disorder
on the already narrow electronic bands arising from the
π -intermolecular overlaps, inducing a localization of the elec-
tronic wave functions on the time scale of the intermolecular
vibrations themselves14—a phenomenon that is not described
by the semiclassical Boltzmann theory of electron-phonon
scattering, nor by the classical Marcus electron transfer theory.
Theories based on such “transient electron localization”11,12,14

are able to explain the power-law decrease of the mobility with
temperature observed in ultrapure organic semiconductors15 as
well as the optical conductivity data available in OFETs.14,16,17

Experimentally, the intrinsic mobility of organic semicon-
ductors is still difficult to observe in practical OFET devices.
Even when polaronic self-trapping18 and dipolar disorder19

induced by the interface polarizability are avoided by using

nonpolar gate dielectrics or suspended samples, the carrier
mobility in OFETs is still affected by extrinsic sources of
disorder, related to the presence of structural defects or to the
interface roughness. Extrinsic disorder favors the formation
of trapped states in the band tails, at energies located below
those of the intrinsic carriers.2,20 As a result, depending on the
device quality, a crossover from an intrinsic transport regime
to a thermally activated (trapped) regime is observed upon
lowering the temperature,1,2,5 or the intrinsic regime can be
completely washed out if the disorder is sufficiently strong as
occurs in polycrystalline films.21

As is clear from the above discussion, a proper description
of the transport mechanism in both pure and disordered OSCs
requires a method that (i) goes beyond both Boltzmann and
Marcus approaches and (ii) is able to describe the interplay
between highly conducting states in the band range and weakly
mobile states induced by disorder. This is achieved here by
applying a recently developed theory of charge transport
based on the Kubo formula for the electrical conductivity
combined with a suitable relaxation time approximation (RTA)
on the current-current correlation function, that takes quantum
localization effects into account.14,22 The present method has
already been successfully applied to analyze the quantum
transport properties of quasicrystals22,23 and to address the
role of defects in graphene.24 It has also been shown to
provide an efficient description of the transient localization
phenomenon in pure OSCs,14 as it gives access to the time-
resolved diffusivity and localization length of electronic states.
By addressing the same quantities resolved in energy, we
show here that this theoretical framework also establishes
a direct relationship between the existence of competing
electronic states at different energy scales and the resulting
transport properties. Accordingly, both the intrinsic transport
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mechanism of clean organic semiconductors and the crossover
to a thermally activated motion in the presence of extrinsic
disorder are rationalized in terms of the relative weight played
by strongly localized tail states and more mobile electronic
states in the band range. The increase of the mobility observed
in OFETs upon injecting a sufficiently large density of carriers
is also naturally explained within this scenario.

The paper is organized as follows. In Sec. II we introduce
the formalism relating the quantum diffusion of electrons to
the Kubo response theory. Based on this formalism, in Sec. III
we briefly describe the semiclassical approximation used in
Ref. 13 and then derive the relaxation time approximation to
be used here. A model relevant to organic semiconductors and
devices is introduced in Sec. IV. The results obtained in the
limit of low carrier concentration are presented in Sec. V and
their density dependence is analyzed in Sec. VI. The main
conclusions are drawn in Sec. VII.

II. GENERAL FORMALISM

A formalism that relates the quantum diffusion of electrons,
i.e., the quantum mechanical spread of the electron position
with time, to the optical conductivity was introduced in
Refs. 22 and 23 for metals and generalized to semiconductors
in Ref. 14. The main steps of the derivation are reviewed here.
Readers not interested in formal developments may skip this
section and move on directly to Sec. III.

A. Optical conductivity and time-resolved diffusivity

We start from the Kubo formula that relates the response of
electrons to an oscillating electric field to the current-current
correlation function (say, along x):25

σ (ω) = 1

�ω
Re

∫ ∞

0
dtei(ω+iδ)t 〈[Jx(t),Jx(0)]〉. (1)

Here δ is a small positive number enforcing convergence, �

is the system volume, and we have set h̄ = 1. Denoting the
retarded current-current correlation function as

C−(t) = θ (t)〈[Ĵx(t),Ĵx(0)]〉, (2)

and its its Fourier transform as C−(ω), the Kubo formula
Eq. (1) can be expressed as

σ (ω) = 1

�ω
Re C−(ω). (3)

A relation between the mean-square particle displacement
and the current correlations can now be obtained through the
retarded current-current anticommutator correlation function,

C+(t) = θ (t)〈{Ĵx(t),Ĵx(0)}〉. (4)

Writing the current operator in terms of the velocity operator,
Ĵ = eV̂ = edX̂/dt , and performing the time derivative we
see that this function is directly related to the mean-square
displacement �X2(t) = 〈|X̂(t) − X̂(0)|2〉 of the total position
operator X̂(t) = ∑

i x̂i(t) along the chosen direction (with x̂i

the position operator for the ith particle) via

d�X2(t)

dt
= 1

e2

∫ t

0
C+(t ′)dt ′. (5)

This defines the instantaneous diffusivity of a system of N

quantum particles,

D(t) = 1

2

d�X2(t)

dt
. (6)

Introducing the mean-square displacement reached by the
N -particle system over a typical time scale τ as

L2(τ ) =
∫ ∞

0
dte−t/τ d�X2(t)

dt
, (7)

and using the properties of Laplace transforms of derivatives,
Eq. (5) yields the following relation between the mean-
square displacement and the Laplace transform C+(p) of the
anticommutator correlation function,26

C+(p = 1/τ ) = e2 L2(τ )

τ
. (8)

The above equation shows that the quantity C+(p) has a
precise physical meaning: It corresponds to the diffusivity of
the electronic system averaged on a time scale τ = p−1.

Because the functions C+ and C− are related by the detailed
balance condition, which in Fourier space reads

Re C−(ω) = tanh

(
βω

2

)
Re C+(ω) (9)

(with β the inverse temperature; see Appendix A), the two
relations Eqs. (3) and (8) are are not independent. Indeed,
by expressing the right-hand side of Eq. (3) in terms of
the Laplace transform C+(p), via Eq. (A3), we obtain an
expression relating the mean-square displacement L2(τ ) and
the optical conductivity σ (ω):

L2(τ ) =
∫ ∞

0

dω

π

2ω

ω2 + (1/τ )2

σ (ω)

tanh(βω/2)
. (10)

Remarkably, this relationship allows us to address the time-
resolved diffusion of electrons from the knowledge of the
optical conductivity, which is a spectral property. An analogous
equation was derived in Ref. 14 for the instantaneous spread
�X2(t).

B. dc conductivity and mobility

From the equivalence of the two formulations Eqs. (3) and
(8) we can derive a generalized Einstein relation connecting the
electrical conductivity to the extensive diffusion coefficient D,
which is valid for quantum N -particle systems. By definition,
a system is diffusive if the diffusivity at long times tends
to a constant value, limt→∞ D(t) = D. In the limit τ → ∞
the integral in Eq. (7) is then dominated by such asymptotic
diffusive behavior leading to

D = lim
τ→∞

L2(τ )

2τ
= C+(p = 0)

2e2
. (11)

Conversely, the above equation shows that reaching a finite
localization length L(τ → ∞) in the long-time limit implies
a vanishing diffusion coefficient.

Using Eq. (8) together with the definition of the dc
conductivity from Eq. (3) as the limit

σ = lim
ω→0

ReC−(ω)

�ω
(12)
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and observing that limp→0 C+(p) = limω→0 C+(ω)/2 (see
Appendix A), we can write

σ = e2

kBT �
D = e2

2kBT �
lim

τ→∞
L2(τ )

τ
. (13)

Our definition of the extensive diffusion coefficient D for
the N-particle system differs from the usual single-particle
diffusivity, which we denote D. The latter is an intensive
quantity, defined as the ratio between the conductivity and
the charge-charge susceptibility,27 so that

D
�

= D
∂n

∂μ
kBT (14)

with n the density and μ the chemical potential. The
density-dependent proportionality factor on the right-hand side
corresponds to the number of particles that can actually move,
i.e., the compressibility times the (thermal) energy interval.
Accordingly, the mobility of electrons can be defined at any
finite density via

μe = eD

kBT
= σ

ekBT ∂n
∂μ

. (15)

C. Energy-resolved quantities

Our aim is to address the charge dynamics in systems
where localized and itinerant states coexist in different regions
of the electronic spectrum: Tail states generated by disorder
below the band edges behave differently from states within
the electronic band. It is therefore useful to decompose the
response of the electronic system into contributions from states
at different energy scales.13,28 This can be done by exploiting
the following expression of C−(ω) as an energy integral (see
Appendix A):

C−(ω) = π

∫
dν[f (ν) − f (ω + ν)]tr[ρ̂(ν)Ĵ ρ̂(ν + ω)Ĵ ],

(16)

where f (ν) = [eβ(ν−μ) + 1]−1 is the Fermi function,

ρ̂(ν) = − 1

π
Im

1

ν − Ĥ
(17)

is the spectral operator from which the DOS ρ(ν) can be
obtained as ρ(ν) = trρ̂(ν), and Ĥ is the Hamiltonian operator.
Defining

B(ν) = tr[ρ̂(ν)Ĵ ρ̂(ν)Ĵ ], (18)

the dc conductivity is readily obtained from Eq. (12) as

σ = π

�

∫
dνB(ν)

(
− ∂f

∂ν

)
(19)

[note that there was a misprint in the definition of B(ν)
in Ref. 13]. We see from the above equation that the total
conductivity of an electronic system arises from an average of
B(ν) over all electronic states, weighted by the corresponding
statistical population. For example, in a system at finite
electron density and low temperature, because the derivative
of the Fermi function is peaked at ν � μ, the conductivity is
determined by the electrons in proximity (within kBT ) of the
chemical potential, leading to σ � (π/�)B(μ).

We now show that B(ν) is actually proportional to the
energy-resolved diffusivity of states at energy ν. In the case
of independent electrons which is of interest here, the electron
mobility can be evaluated at any finite density via Eq. (15),
using the following expression for the compressibility:

∂n

∂μ
=

∫
dν

(
− ∂f

∂ν

)
ρ(ν). (20)

From Eqs. (15) and (19), and defining the diffusivity of states
at energy ν as

D(ν) = (π/e)[B(ν)/ρ(ν)], (21)

we can rewrite the mobility as

μe = e

kBT

∫
dν

( − ∂f

∂ν

)
ρ(ν) D(ν)∫

dν
( − ∂f

∂ν

)
ρ(ν)

, (22)

which has explicitly the form of an average over energy with a
probability distribution W (ν) = (− ∂f

∂ν
)ρ(ν)/

∫
dν(− ∂f

∂ν
)ρ(ν).

In the limit of vanishing density, by taking the μ → −∞ limit
appropriate to a nondegenerate semiconductor in Eq. (22), we
find

μe = e

kBT

∫
dνρ(ν)e−βνD(ν)∫

dνρ(ν)e−βν
. (23)

III. APPROXIMATION SCHEMES

A. Semiclassical Kubo bubble approximation

A powerful approximation scheme to calculate the carrier
mobility is to evaluate the Kubo formula using the exact
electron propagators obtained in the limit of static molecular
displacements, but neglecting vertex corrections.13 Evaluating
the single-particle propagators in the static limit is justified
in virtue of the low frequencies of the intermolecular vi-
brations that couple to the electronic motion. On the other
hand, the neglect of vertex corrections amounts to dropping
the quantum interference processes that are responsible for
Anderson localization,30,31 in the spirit of the semiclassical
approximation. It corresponds to replacing the function B(ν)
appearing in Eq. (22) by the factorized expression

B(ν) = tr〈 〈ρ̂(ν)〉 Ĵ 〈ρ̂(ν)〉 Ĵ 〉, (24)

where 〈. . .〉 means an average over disorder variables (the
averaging procedure will be defined in the following section).
In diagrammatic terms, only the elementary particle-hole
“bubble”—a convolution of two spectral functions—is re-
tained in the evaluation of the current-current correlation
function.

While Eq. (24) neglects particle-hole quantum correlations,
it still accounts for nontrivial interaction effects contained in
the single-particle propagators, which are calculated exactly.
In particular, it is able to capture those aspects of the transport
mechanism which stem from the dual nature of the electron
states. It is therefore superior to the usual Bloch-Boltzmann
treatment in that it can account for both the coherent motion
of band states and the incoherent motion of tail states. The
convolution Eq. (24) is actually analogous to the form that
applies in the limit of large lattice connectivity underlying
dynamical mean-field theory, and that has proven successful
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to address the crossover from bandlike to hopping motion
of small polarons nonperturbatively.32 It reduces to the static
treatment of the Gaussian disorder model presented in Refs. 33
and 34 in the classical limit where the electron bandwidth is
neglected, which is appropriate for narrow-band amorphous
semiconductors and polymers in the strong-disorder regime.

B. Relaxation time approximation (RTA)

The theoretical framework developed in Sec. II allows us
to restore the backscattering processes leading to Anderson
localization, i.e., those that are neglected in Eq. (24), by
performing a physically transparent relaxation time approxi-
mation (RTA).14,22,23 The idea underlying the RTA is to express
the dynamical properties of the electronic system under study
in terms of those of a suitably defined reference system from
which it decays over time, and that can be solved at reasonable
cost. In the semiclassical theory of electron transport, for
example, one starts from a perfectly periodic crystal and
describes via the RTA the decay of momentum states due
to the scattering by impurities or phonons. The idea here is
to find an alternative reference system to start with, so that
quantum localization effects are built-in from the beginning.
We now show that this can be achieved by starting from the
exact description of a “parent” localized system where the
disorder is assumed to be static. The RTA can then be used
to restore the disorder dynamics related to the low-frequency
lattice vibrations.14,22,23

Let us consider an organic semiconductor where the disor-
der variables (i.e., the molecular positions) fluctuate in time
over a typical time scale τin. At times t � τin, the molecular
lattice appears to the moving electrons as an essentially frozen
disordered landscape. The velocity correlation function C+(t)
[cf. Eq. (2)] then coincides with what would be obtained if the
disorder were static, which we denote Cloc

+ (t) (our reference
system). In particular, the buildup of quantum interferences
underlying Anderson localization—which occurs on the scale
of the elastic scattering time τel—is realized provided that
τel < τin. In this time range, the organic semiconductor
therefore exhibits all the features of a truly localized electronic
system. Quantum interferences that were present in the parent
localized system are instead destroyed at longer times because,
due to the lattice dynamics, the electrons encounter different
disorder landscapes when moving in the forward and backward
directions.30 The form

C+(t) = Cloc
+ (t)e−t/τin (25)

is the simplest form that is able to capture such decay process.
Transforming Eq. (25) to Laplace space results in C+(p) =
Cloc

+ (p + 1/τin).
The corresponding diffusion coefficient can be straight-

forwardly obtained from Eq. (11). We see that starting from
a localized system with a vanishing diffusion coefficient,
Cloc

+ (p → 0) = 0, the RTA restores a finite diffusion coeffi-
cient which equals the diffusivity of the localized system at a
time τin. This result can be expressed as

D = L2
loc(τin)

2τin

, (26)
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FIG. 1. (Color online) Average diffusivity C+(p) defined in
Eq. (8) as a function of the time scale τ = p−1, at a temperature
T = 0.2t0 = 300 K. Panels (a) and (b) are respectively without
� = 0.0 and with � = 0.5t0 extrinsic disorder. The bold short-
dashed curve (light blue) is obtained by solving the time-dependent
Schrödinger equation on a 1024-site chain (Ehrenfest-S). The dotted
curve (magenta) is the result of the dynamical Ehrenfest approach
with vibrational frequency ω0 = 0.05t0. The long-dashed line (green)
is the RTA approximation with τin = ω−1

0 . The full (red) line is the
result of the semiclassical Kubo bubble approximation Eq. (10). Open
circles are results from exact diagonalization of a 256-site chain. The
arrows mark the elastic and inelastic scattering times (see text).

which is analogous to the Thouless diffusivity of Anderson
insulators.35 Correspondingly, the quantity L2

loc(τin) evaluated
through Eq. (7) for the reference localized system acquires
the meaning of a transient localization length for the actual
dynamical system, as it represents the typical electron spread
achieved after the initial localization stage, and before dif-
fusion sets back in at t > τin (see Figs. 1 and 3 in Ref. 14
as well as Fig. 1 below for a real-time illustration of this
behavior). The emerging physical picture of the electronic
motion that follows from the RTA Eq. (26) is quite different
from the usual semiclassical picture, where disorder and lattice
vibrations cause rare scattering events on extended electronic
states. The present scenario rather describes electrons that are
prone to localization but can take advantage of the dynamics of
disorder to diffuse freely over a distance Lloc(τin), with a trial
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rate 1/τin. As will be shown in Sec. V, the RTA essentially
reproduces the results obtained from more time-consuming
mixed quantum-classical simulations,11,14,40 and is free from
the known drawbacks of these approaches.

Before presenting model-specific results in Sec. V, we
analyze in more detail how the energy-resolved quantities of
Sec. II C translate into the RTA language. From Eqs. (15) and
(26) the RTA mobility in the low-density limit is

μe = lim
n→0

e

nkBT �

L2
loc(τin)

2τin

. (27)

In the spirit of Eq. (23), the transient localization length
Lloc(τin) can be expressed in terms of its energy-resolved
equivalent �(τ,ν), i.e., the spread reached by electronic states
of energy ν at time τin, as

lim
n→0

L2
loc(τin)

�n
=

∫
dνρ(ν)e−βν�2(τin,ν)∫

dνρ(ν)e−βν
(28)

[see Appendix C for an explicit expression of �2(τin,ν)].41

Combining Eqs. (23), (27), and (28) we recognize the energy-
resolved diffusivity

D(ν) = �2(τin,ν)

2τin

(29)

which relates directly the conduction properties of the elec-
tronic states to their localization length in the parent localized
system.

Finally, from the considerations of the preceding section
we can derive the following relation:

μe = e

2τinkBT

∫ ∞

0

dω

π

2ω

ω2 + τ−2
in

σloc(ω)/n

tanh(βω/2)
. (30)

Equation (30) expresses the electron mobility in the RTA in
terms of the optical conductivity of the reference localized
system, whose mobility strictly vanishes. This result deserves
a few comments. From scaling theories of localization, a finite
dc conductivity is customarily obtained by taking the optical
conductivity to saturate at a cutoff frequency of the order of the
inverse of the inelastic scattering time, σdc = σloc(ω � τ−1

in ).
In Eq. (30), instead, the inelastic scattering time enters into
the determination of the mobility via a weighted integral
(i.e., through a Lorentzian convolution) that involves the
conductivity at all frequencies. The mobility Eq. (30) can
therefore be quite different from the value obtained from
the usual rule of thumb. Our scheme is also conceptually
different from the approach used in Ref. 36. There the
mobility was obtained by performing a Lorentzian convolution
of the optical conductivity itself, with a phenomenological
broadening � = 1/τin that was assumed to originate from the
quantum fluctuations of the molecular vibrations instead of the
classical molecular motions. Apart from its different physical
content, the method of Ref. 36 provides, for a given value of
τ−1
in , a lower estimate for the mobility than Eq. (30).

IV. MODEL AND METHOD

We now apply the theoretical framework developed in the
preceding sections to a model relevant to organic semicon-
ductors that accounts for both the intrinsic dynamical disorder

caused by intermolecular motions11,13,14,36 and the fluctuations
of the molecular site energies that are assumed to originate
from extrinsic sources disorder. Specifically, we consider the
following tight-binding Hamiltonian, for electrons or holes on
a one-dimensional molecular lattice:

H =
∑

i

εic
+
i ci +

∑
〈ij〉

tij c
+
i cj + H.c., (31)

where εi are molecular site energies, and tij are intermolecular
transfer integrals between nearest-neighboring molecules. In a
perfect crystal all site energies εi are equal and can be set
to zero without loss of generality. Static disorder leads to
variations of the site energies with a statistical distribution
P (εi). We are interested here in the effects of energetically
distributed disorder, as opposed to disorder centers with a def-
inite energy (such as specific point defects). Correspondingly,
we take P (εi) to be a Gaussian of variance � as a representative
case study. In addition, the coupling of the electrons to
the vibrations of the molecules induces a dynamical disorder
in the intermolecular transfer integrals tij which depend on
the molecular positions Ri,Rj . These fluctuate on a time scale
governed by the relevant vibrational modes, whose frequency
we denote as ω0.11,13,14 We assume a linear dependence of tij
on the intermolecular distance, tij = t0[1 − α(Ri − Rj )].

One-particle properties—i.e., the properties that derive
from the electron Green’s function, such as the spectral
function, the quasiparticle lifetime, or the density of states
(DOS)—can be efficiently evaluated by treating the molecular
degrees of freedom as static. This is justified because the
frequencies of the intermolecular vibrations that couple to the
electron motion are much smaller than the band energy scale,
which follows from the large molecular mass. For example
in rubrene37 ω0 � 4–9 meV, t0 � 130 meV, so that ω0 � t0
(see Refs. 11, 38, and 39 for different compounds). The static
approach amounts to treating the positions Ri as classical
variables distributed according to a Gaussian distribution of
thermal origin13,14 PT (Ri) ∝ exp(−Mω2

0R
2
i /2kBT ) (M is the

molecular mass).13 In practice, a numerical solution for the
electronic problem is obtained for each given configuration of
{Ri} and {εi} and then averaged over the disorder configura-
tions. The electronic properties of the model Eq. (31) in the
static limit depend on two dimensionless coupling parameters:
�/t0, which controls the amount of extrinsic disorder, and
λ = α2t0/(2Mω2

0), the electron-molecular lattice coupling
parameter. From the latter, the variance of the intrinsic thermal
fluctuations of the intermolecular transfer integrals is obtained
as s = √

8λT t0.
The static limit described above leads to a strictly vanishing

particle diffusivity for all states. This can be seen from Eq. (29),
which vanishes when τin → ∞. The dynamical nature of the
intermolecular vibrations must therefore be accounted for in
order to address the transport properties of electrons. Both
approximation schemes described in Sec. III accomplish this
task by taking the solution of the static model as a starting
point. The technical details are described in what follows.

(i) To obtain the spectral function ρ(ν) needed in the
semiclassical Kubo bubble (KB) approximation we adopt an
algorithm based on regularization of the tri-diagonal recursion
formulas for the electron propagator (see Ref. 13 for details).
Using this method, system sizes up to N = 216 sites can
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be achieved. The spectral function is then obtained after
averaging up to 6 × 105 different realizations of the Ri and
εi . The mobility is directly obtained using Eq. (24). The
average diffusivity C+(p) is obtained by evaluating the optical
conductivity via Eq. (A20) applying the same factorization as
in Eq. (24), and then using Eqs. (8) and (10).

(ii) To evaluate the average diffusivity Cloc
+ (p) needed in the

RTA we use standard exact-diagonalization (ED) techniques
on chains of up to N = 29 sites. The functions of interest
are then calculated via their Lehman representation as a sum
over the resulting eigenstates (see Appendix A). Since we are
considering electrons moving in the time-dependent potential
of the fluctuating molecular lattice, it is a natural choice to
associate the scale τin in the RTA Eq. (25) with the typical
time scale of intermolecular vibrations. Assuming a single
vibrational mode with a frequency ω0 = 5 meV, in the range of
the relevant intermolecular vibrations in rubrene, we set τin =
1/ω0 = 10−13 s. This assumption has been shown in Ref. 14
to be consistent with the optical absorption data available in
Rubrene OFETs.16,17 This choice is also consistent with the
results of dynamical Ehrenfest simulations in Ref. 14, as it
correctly reproduces the departure from localization observed
at time τ � 1/ω0. However, a more precise estimate of τin

from the Ehrenfest results is prevented due to the inaccuracy
of this method in the long-time limit (see below).

(iii) For comparison, we shall also present results obtained
with the method of Refs. 11, 14, and 40 (termed Ehrenfest
in the following). The dynamics of the molecular positions
Ri are then included explicitly by adding a vibrational term

Hvib = ∑
i

Mω2
0R

2
i

2 + P 2
i

2M
to the Hamiltonian Eq. (31) (Pi are

the conjugate momenta of the Ri). The electron diffusion is
obtained via Ehrenfest quantum-classical dynamical simula-
tions: The Ri are treated as classical variables subject to forces
evaluated as averages over the electronic state obtained from
the solution of its time-dependent Schödinger equation.11,14

We average up to 12 800 initial conditions on a 1024-site chain,
with the initial molecular displacements and velocities taken
from the corresponding thermal distribution. For each initial
condition we use a different set of disorder variables εi .

(iv) By artificially freezing the Ri variables in the simulation
we obtain a formulation in the time domain of the static
problem described at point (ii), which we shall refer to as
Ehrenfest-S. From Eqs. (7) and (8) the calculation of the
time-dependent mean-square displacement of Eq. (6) can then
be used to obtain the quantities L2

loc(τ ) and C+(p) from a
Laplace transform.

V. RESULTS IN THE LOW-DENSITY LIMIT

A. Time-resolved diffusivity and transient localization

Figure 1 illustrates the function C+(p) defined in Eqs. (6)–
(8), as calculated from the different methods outlined at the
end of the preceding section. This quantity has the meaning of
a diffusivity averaged up to a time τ = 1/p and therefore
provides direct information on the quantum dynamics of
electrons as a function of time. We fix λ = 0.17, which is
representative for the intrinsic electron-vibration coupling in
rubrene,13 and set the temperature to T = 0.2t0 = 300 K.
The numerical results for a single electron in a pure organic

semiconductor (� = 0) and in the presence of extrinsic
disorder (� = 0.5t0 = 65 meV) are reported in Figs. 1(a) and
1(b), respectively. This value of � is close to the one that
was derived from the analysis of angle-resolved photoemission
spectra (ARPES) in crystalline pentacene films.29

All the methods outlined above yield a ballistic time
evolution in the short-time limit. It can be shown that
the average diffusivity at short times obeys exactly C+ =
2〈v2〉/p = 2〈v2〉τ , which is ruled by the average band velocity
〈v2〉 (cf. Appendix B). The ballistic regime is followed by
a flattening of the average diffusivity due to the onset of
scattering processes, occurring on a time scale that we identify
with the elastic scattering time τel .30 From Fig. 1 we estimate
approximately τel ∼ 10−14 s in the pure case (� = 0) and
τel ∼ 5 × 10−15 s in the disordered case (� = 0.5t0).

In the long-time limit, the different methods yield qualita-
tively different behaviors reflecting the fundamentally distinct
treatments of the intermolecular dynamics. Let us focus on
the intrinsic case first, Fig. 1(a). In the parent system with
static disorder, the electrons are localized (Ehrenfest-S and
exact diagonalization, respectively blue short-dashed curve
and open circles). The existence of a finite localization length
L(τ ) = const as τ → ∞ implies through Eq. (8) that the
average diffusivity bends down and tends to C+ ∝ 1/τ at long
times. Restoring the dynamical nature of the intermolecular
vibrations via the RTA causes a departure from the localized
behavior on the scale of the inelastic scattering time τin, so
that a diffusive behavior (C+ = const) is reached at long times
(green long-dashed curve). We note that within the RTA the
diffusion coefficient at τ → ∞ is necessarily lower than the
maximum attainable value, which is obtained when τin � τel .

Finally, the Ehrenfest method (purple, dotted line) also
captures the departure from localization occurring at τ �
τin. However, this method yields a spurious superdiffusive
behavior at long times,14 which is testified by a marked upturn
of the diffusivity. This drawback leads to an overestimate of
the mobility, whose value can vary strongly depending on the
chosen simulation time. For this reason, the mobilities obtained
from Ehrenfest simulations11,14,37,40,42 should be taken with
some care.

The results reported in Fig. 1(a), which have been obtained
using microscopic parameters appropriate for pure rubrene
(the organic semiconductor with the highest mobility reported
to date), indicate that even in ideal samples without extrinsic
disorder the elastic scattering time at room temperature is
shorter than the typical inelastic scattering time, τel < τin. This
situation results from the combination of the large mass of the
molecular units, which leads to low vibrational frequencies
and therefore to large values of τin, together with the typically
weak intermolecular transfer rates and their strong sensitivity
to intermolecular motions, which lead to short values of
τel . It is therefore expected to be a general feature of all
organic semiconductors, resulting in a transport mechanism
that is fundamentally different from that of inorganic materials.
Specifically, a “transient” localization regime emerges at
intermediate times, τel < τ < τin, where the electrons tend
to localize (the diffusivity bends down) before a constant
diffusivity sets back in at τ � τin [green long-dashed curve
in Fig. 1(a)]. When such transient localization is realized, the
diffusion coefficient at long times depends on the history of the
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system at this intermediate stage, being inversely proportional
to the inelastic time τin, cf. Eq. (26).

The existence of a transient localization phenomenon
invalidates in principle semiclassical treatments of electron
transport, which are instead successful in inorganic materials.
To illustrate this point we show in Fig. 1(a) the average
diffusivity C+ obtained from the semiclassical Kubo bubble
approximation (red full line). Because in this approximation
the backscattering processes at the origin of localization are
neglected, the system evolves continuously from a ballistic to
a diffusive behavior. Semiclassical approaches are therefore
inadequate to describe electron transport in organic semicon-
ductors where τel < τin. On the other hand, the present RTA
is able to recover the semiclassical picture in the opposite
regime where τin < τel . As discussed at the beginning of
this section we have that C+

loc(p) = 2〈v2〉/p at short times.
Using the RTA Eq. (25) and Eq. (11) yields a diffusion
coefficient D = 〈v2〉τin, which is formally analogous to the
Bloch-Boltzmann result.

The situation in the presence of extrinsic static disorder
is not qualitatively modified with respect to the pure case,
as can be seen from Fig. 1(b). In particular, the inelastic
scattering time remains unchanged, because it is determined
by the intrinsic time scale of the intermolecular vibrations.
However, an increased amount of disorder shifts the onset of
localization τel to shorter times. This enlarges the time interval
where the transient localization phenomenon is effective, with
a consequent reduction of the diffusion coefficient.

Finally, one can wonder whether the transient localization
scenario, which was demonstrated here in the one-dimensional
case, is robust in more realistic descriptions of OSCs. For
materials with a sizable in-plane anisotropy, i.e., such that
the intermolecular transfer rates in the transverse direction
are much smaller than in the longitudinal direction, t⊥ � t0,
the one-dimensional picture is expected to remain valid up to
times t � h̄/t⊥. This is the situation that applies to rubrene,
according to recent photoemission data.44 Because the elastic
scattering time is very short, of the order of h̄/t0 or less (see
Fig. 1), we have h̄/t⊥ 
 τel and nothing prevents the tran-
sient localization from occurring in this case. Backscattering
processes remain relevant also in isotropic two-dimensional
materials. Although the time scale for two-dimensional weak
localization is known to be longer than τel ,30 the present
scenario should remain qualitatively correct also in that case
due to the strong intrinsic disorder present in OSCs.

B. Temperature dependence of the mobility

Figure 2(a) shows the temperature dependence of the
mobility as obtained from the RTA for different amounts
of extrinsic disorder, � = 0, 0.2t0, and 0.5t0. The lowest
accessible temperature is set by the limits of validity of
our classical treatment for the molecular vibrations, namely
T � ω0 = 0.05t0. The intrinsic mobility of pure compounds
(� = 0, full red line) is a monotonically decreasing function
of temperature, even though the microscopic transport mecha-
nism is far from a conventional band transport, as discussed in
Sec. V A. Depending on the explored temperature window, a
power-law temperature dependence, T −γ , can be identified.
In practice the exponent γ depends on how the transient
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FIG. 2. (Color online) Mobility as a function of temperature
calculated (a) within the RTA and (b) within the Kubo bubble
approximation. The inset of panel (a) shows the behavior of the
transient localization length L2

loc(τin) with 1/τin = ω0 = 0.05t0.
Mobilities are expressed in units of μ0 = ea2/h̄, with a the lattice
spacing (μ0 = 7 cm2/V s taking a = 7.2 Å for rubrene). In this and
all subsequent figures, we take t0 as the unit of energy.

localization length in Eq. (27) varies with temperature, due
to the thermal increase of intermolecular disorder.

The behavior of L2
loc(τin) is shown in the inset of Fig. 2(a). In

the temperature interval T = 200–600 K, the transient local-
ization length decreases steadily13 as L2

loc(τin) ∝ a2t0/(λT ).
Substituting this expression in Eq. (27) leads to a mobility
μe ∝ T −2.11,13 Moreover, using explicitly the definition of λ

given in Sec. IV and the relation 1/τin ∼ ω0 we obtain that
the mobility in this regime increases with the third power
of ω0, while it is independent of the transfer integral t0. An
analogous calculation in the semiclassical regime13 yields for
the model under study a mobility proportional to ω0 and to
t

1/2
0 . In both cases, increasing ω0 results in an increase of the

charge mobility, because it suppresses the effects of dynamical
intermolecular disorder. This observation suggests a possible
strategy for the design of high-mobility materials: Rather than
optimizing the intermolecular π overlaps that control the value
of t0, it could be advantageous to stiffen the intermolecular
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vibrations either via an appropriate tailoring of the intermolec-
ular structure (e.g., by molecular functionalization) or via the
interaction with a substrate (as in self-assembled monolayers).

The localization length becomes a weakly increasing
function of T at very high temperatures, where a vibrationally
assisted electron motion arises via the large fluctuations of the
intermolecular distances. This results in a weaker power-law
dependence of the mobility with exponent γ < 1, which was
termed “mobility saturation” in Ref. 13. Although such high
temperatures are not attainable experimentally in rubrene,
the mobility saturation regime could actually be observed in
materials with a stronger electron-vibration coupling constant
λ than that considered here.

The inclusion of extrinsic disorder (� �= 0) causes a down-
turn of the mobility at low temperatures that is reminiscent
of a thermally activated behavior; i.e., μe increases with T .
This behavior reflects a crossover between the extremely
short L2

loc(τin) obtained at low temperatures and the larger
intrinsic value at higher temperatures, as shown in the inset
of Fig. 2(a).45 The location of the crossover from extrinsic to
intrinsic transport depends on the amount of extrinsic disorder,
so that it can vary experimentally depending on the material
and device quality. Correspondingly, a variety of behaviors
ranging from thermal activation to a power-law decrease can
be realized in the experimental temperature window, which is
possibly at the origin of the different temperature-dependent
mobilities observed in organic FETs.

The results of the semiclassical Kubo bubble approximation
are shown in Fig. 2(b) for comparison. Despite the profound
differences in the two descriptions of charge transport, the
overall behavior obtained in the explored temperature interval
is qualitatively similar. From a fundamental viewpoint, the fact
that a thermally activated behavior is obtained for � �= 0 in
both the RTA and the Kubo bubble approach indicates that
the corresponding hopping processes (incoherent jumps from
molecule to molecule) are already present at the semiclassical
level, being captured by the Kubo bubble approximation
in the strong-disorder limit.34 This result means that the
hopping behavior is not related to the quantum (backscattering)
localization corrections, as the latter are not contained in
the semiclassical treatment. As we proceed to show, the
crossover from the intrinsic to the thermally activated regime
can be explained in terms of the competition between highly

conducting states located in the band range and weakly mobile
states located in the band tails—a competition that is captured
by both the RTA and the Kubo bubble approximation.

C. Energy-resolved diffusivity and localization length

Based on Eq. (23), the electron mobility in a nondegen-
erate semiconductor arises from a weighted average of the
energy-resolved diffusivity D(ν) via the thermal population
of electronic states. The latter is measured by the thermally
weighted DOS,

W (ν) = ρ(ν)e−βν∫
ρ(ν)e−βν

, (32)

which represents the normalized probability of occupation of
the states at energy ν. The functions ρ(ν), D(ν), and W (ν) are
analyzed below.

Figure 3 illustrates the evolution of the DOS ρ(ν) as a
function of increasing thermal disorder in a pure sample (a)
and upon increasing extrinsic disorder (b). The DOS of a
perfectly ordered crystal is shown for reference (dashed). In
both cases, the Van Hove singularity marking the edge of
the one-dimensional band at ν = −2t0 is rounded off and
shifts deeper in energy, indicating an increase of the effective
bandwidth.8,28,43 In addition, tails are generated beyond the
range of band states. Both the bandwidth increase and the
extension of band tails are controlled by the amount of disorder.
This can be quantified through the variance s = √

8λT t0 of the
thermal fluctuations of the intermolecular transfer integrals
in the intrinsic case13 [Fig. 3(a)], and by the spread � of
molecular energy levels in the extrinsic case43 [Fig. 3(b)].

The diffusivity D(ν) obtained through the RTA in the
pure case (� = 0) is shown in Fig. 4(a) (right axis scale).
The diffusivity is directly related, through Eq. (29), to the
square of the energy-resolved transient localization length,
�2(τin,ν), which is also shown on the same figure on the
left axis. Analogous estimates for the localization length in
the static disorder limit τin → ∞ can be found in Refs. 13
and 21. The comparison with the DOS of Fig. 3(a) allows us
to identify two distinct regions in the electronic spectrum,
separated by a crossover region of width � s around the
band edge. States located in the band region have a large
diffusivity that is strongly suppressed upon increasing the
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FIG. 3. (Color online) (a) Density of states in a pure crystal with intrinsic intermolecular disorder and � = 0. The different curves
correspond to increasing temperatures from T = 0.1t0 to T = 0.7t0. The dashed line is the DOS of the perfect crystal in the absence of thermal
disorder (λ = 0). (b) DOS at T = 0.2t0 for several values of the extrinsic disorder �.
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FIG. 4. (Color online) (a) Energy-resolved transient localization length squared �2(τin,ν) (left axis) and diffusivity D(ν) (right axis) in
a pure OSC, for increasing temperatures from T = 0.1t0 to T = 0.9t0. Parameters are the same as in the preceding figures. The length unit
is the lattice spacing a. (b) Weighted DOS [see Eq. (32)] at the same temperatures. (c) and (d) show the same quantities in the presence of
extrinsic disorder (� = 0.5). In panel (d) the temperature T = 0.15t0 has been added to highlight the crossover from extrinsic to intrinsic
transport.

thermal disorder. Tail states induced by disorder below
the band edge instead have a much lower diffusivity as a
consequence of their more localized character. The diffusivity
of tail states is essentially temperature independent and
corresponds in our one-dimensional model to a minimum
localization length of approximately one lattice spacing,
�(τin,ν) ≈ a. We note that the existence of two distinct
characteristic values of the localization length is in agreement
with recent ESR measurements performed on pentacene
transistors.46–48

The relative importance of band and tail states in the
transport mechanism is determined by the weighting function
W (ν), which is shown in Fig. 4(b). At temperatures T �
0.5t0, which includes the experimentally accessible range,
the function W (ν) is peaked right in the crossover range that
separates the band and tail states (cf. Fig. 3), with a sizable
overlap on both sides. As expected for two conduction channels
in parallel, the electronic transport in this case is dominated by
the channel whose diffusivity is largest, i.e., the band states.
Correspondingly, the temperature dependence of the mobility
is governed by the suppression of the diffusivity in the band
range, which is illustrated in Fig. 4(a). Upon increasing the
temperature, the weighting function progressively broadens
and shifts towards the tail states. These eventually become the
dominant transport channel, leading to the mobility saturation
observed in Fig. 2(a).

The energy-resolved diffusivity and transient localiza-
tion length obtained in the presence of extrinsic disorder

(� = 0.5t0) are illustrated in Fig. 4(c). The main difference
with the pure case shown in Fig. 4(a) is that the crossover
region separating tail and band states is now broadened by an
amount ∝ �. Nevertheless, the typical values of the diffusivity
both in the band region and in the tails remain close to their
intrinsic values, provided that the temperature is not too low.
This is more clearly seen in Fig. 5(a), which shows the RTA
diffusivity at increasing values of � for fixed T = 0.2t0.
At lower temperatures (T � 0.1t0) the extrinsic disorder
eventually becomes dominant and the results tend to recover
those obtained in the absence of intrinsic electron-vibration
coupling [λ = 0; dashed curve in Fig. 4(c)].

Since for � = 0.5t0 the diffusivity is a monotonically de-
creasing function of T for all states, the origin of the activated
behavior of the mobility observed at low temperatures in
Fig. 2(a) has to be sought elsewhere, i.e., in the weighting
function W (ν). As illustrated in Fig. 4(d), the behavior of
W (ν) in the presence of extrinsic disorder is opposite to that
of the pure case, Fig. 4(b): At low temperature (here T = 0.1t0)
the peak of the weighting function is located deep in the
tail states and it moves towards the band upon increasing
the temperature. Tail states with a low diffusivity therefore
dominate the transport mechanism at low temperature, while
the intrinsic regime is progressively recovered upon increasing
the temperature. The crossover between these two regimes
is signaled by a maximum in the mobility of Fig. 2(a) at a
temperature that we denote T ∗. By comparing the variances of
intrinsic and extrinsic disorder given at the beginning of this
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FIG. 5. (Color online) Energy-resolved localization length
squared �2(τin,ν) within the RTA (a) and Kubo bubble approximations
(b). In both cases we take 1/τin = ω0 = 0.05t0

section, i.e., setting s � �, we obtain the following estimate
for the crossover temperature: T ∗ � �2/(8λt0). Taking � =
0.5t0 and λ = 0.17 gives T ∗ = 0.18t0, in good agreement with
the data of Fig. 2(a). The predicted crossover temperature for
� = 0.2t0 is T ∗ = 0.03t0, outside the studied range.

The Kubo bubble approximation yields qualitatively similar
results for the temperature and � dependence of the diffusivity
D(ν) [of course the DOS and weighting function W (ν) are ex-
actly the same, as they are obtained in the common static limit].
The main differences between the two methods are quantitative
and arise from the inclusion or not of backscattering effects;
i.e., they are indicative of the relevance of vertex corrections
in the disordered system under study. As shown in Fig. 5, the
diffusivity of band states in the Kubo bubble approximation is
larger than in the RTA, corresponding to the fact that for band
states the Kubo bubble essentially recovers the Boltzmann
transport theory13 where quantum localization phenomena are
absent. This leads to larger values of the intrinsic mobility than
in the RTA, as seen in Fig. 2(b). Concerning tail states, the
opposite is true. In the RTA the localization length and hence
the diffusivity appear to be bound from below, which provides
a lower bound to the mobility at low temperatures: Taking
�(τin,ν) > a from Fig. 5(a) yields μe > ea2/(2τinkBT ). This
lower bound is absent in the Kubo bubble approximation,
where D(ν) vanishes asymptotically for negative energies,
being itself proportional to the DOS. It can actually be
shown34 that a behavior of the form μe ∝ e−(�/2T )2

is
obtained from the Kubo bubble in the limit of strong disorder,
� 
 t0. As a result the thermal activation at low temperatures
is more pronounced in the Kubo bubble approximation than

in the RTA. The two effects discussed here are at the origin
of the much sharper crossover from extrinsic to intrinsic
transport obtained in the Kubo bubble compared to the RTA;
cf. Fig. 2.

VI. DENSITY DEPENDENCE OF THE MOBILITY

The mobility obtained through Eq. (22) at finite electron
concentration is shown in Fig. 6. The parameters are the same
as in Fig. 1; i.e., λ = 0.17, T = 0.2t0 = 300 K. In both the
RTA, Fig. 6(a), and Kubo bubble approximation, Fig. 6(b),
we find a steady increase of the mobility with increasing
density. This behavior can be understood as arising from a
progressive filling of tail states, which occurs through a shift of
the chemical potential towards the band region as the electron
liquid becomes degenerate. This allows states with a higher
diffusivity to be populated, via a shift of the factor −∂f/∂ν in
Eq. (22). This argument is only qualitatively correct however,
because it neglects the fact that the diffusivity D(ν) itself
depends on the density, which is instead correctly included in
the results of Fig. 6. Based on the same argument, increasing
the density of carriers will shift the crossover between the
extrinsic and intrinsic regimes to lower temperatures. Such
depinning effect can be achieved in OFETs through the
application of a strong enough gate electric field.

We see from Fig. 6 that the curves describing the density
dependence of the mobility for different degrees of extrinsic
disorder are essentially parallel. The quantity μe − μe(n = 0),
where the n = 0 limiting value has been subtracted, is shown
in the inset. Interestingly, it appears to be insensitive to the
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approximation, for T = 0.2t0. The inset shows the variation of
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[dashed line, same as Fig. 6(a)]. The full line is obtained by replacing
the definition Eq. (15) with the expression μe = σ/(ne).

presence of extrinsic sources of disorder: The curves show a
clear collapse for different values of the static disorder that
persists up to fairly large carrier concentrations. This indicates
that at the considered temperature, T = 0.2t0 = 300 K, the
observed increase of mobility with density comes entirely
from populating carriers with a strong band character (cf.
Fig. 4). The quantity μe − μe(n = 0) could therefore be used
to measure the mobility of band carriers even in samples with
a sizable degree of disorder.

Finally, because large carrier concentrations are now
customarily obtained in OFETs via liquid gating,50,51 the
correct definition of the mobility, Eq. (15), should be used
to analyze experiments, instead of the usual expression σ/(ne)
that only holds in the limit of vanishing density. To illustrate
this point, we compare the results obtained with the two
definitions in Fig. 7. Use of the low-density expression (black,
full line) leads to an erroneous result, as it incorrectly predicts
a reduction of the mobility upon increasing the density. To
understand this result, we observe that for degenerate carriers,
the susceptibility Eq. (20) is given by the DOS at the chemical
potential; i.e., ∂n/∂μ � ρ(μ). Using Eq. (15) we can then
rewrite σ/(ne) � μekBTρ(μ)/n, which is itself proportional
to the DOS [cf. Fig. 3(b)]. In the present model an increase
of the density implies a reduction of the DOS at the chemical
potential, explaining the behavior observed in Fig. 7.

VII. CONCLUSIONS

Based on a theoretical formalism that relates the Kubo
formula for the conductivity to the time-resolved diffusivity
of electronic states, we have analyzed the electronic transport
mechanism in a model that accounts for several key ingredients
relevant to organic semiconductors: the existence of narrow
electronic bands, the dynamical disorder arising from the
thermal vibrations of the molecules, and the presence of
extrinsic sources of disorder that are unavoidable in real
samples and devices.

The presence of strong dynamical disorder is intrinsic to
organic semiconductors and invalidates the usual semiclassical
treatments of electronic transport that apply to inorganic
semiconductors, calling for a theoretical approach that is able
to treat quantum localization corrections in a controlled way.

This is achieved here through a relaxation time approximation
(RTA) that relates directly the carrier diffusivity to the
localization properties of the electronic states. Within this
theoretical scenario, the deviations from semiclassical trans-
port are understood as arising from a transient localization of
electrons that takes place before the onset of a true diffusive
behavior at long times. This phenomenon appears to be a
characteristic feature of organic semiconductors, where the
typical time scale of intermolecular vibrations is longer than
the elastic scattering time. The transient localization scenario
is supported by numerical simulations on the time-dependent
diffusivity14 and by optical conductivity measurements in
rubrene OFETs.16,17

Based on the present theory, the intrinsic transport mech-
anism in clean organic semiconductors is explained as the
diffusive spread of localized wave functions rather than the
scattering of delocalized waves by phonons and disorder. A
power-law decay with temperature is predicted for the intrinsic
mobility, which results from the reduction of the transient lo-
calization length as the thermal disorder increases. Our results
suggest that the intrinsic mobility of organic semiconductors
could be improved by tailoring crystal structures with stiffer
intermolecular bonds, as this would reduce the impact of
thermal disorder on the charge transport.

The inclusion of extrinsic disorder causes a crossover
from the intrinsic power-law behavior, persisting at high
temperature, towards a thermally activated behavior induced
by carrier trapping at low temperature. Increasing the electron
concentration induces a depinning from trapped states, leading
to an increase of the mobility and a progressive suppression
of the thermally activated regime. Our results for the con-
centration dependence of the mobility generalize the findings
obtained in the classical hopping limit t0 � �33,34 to the
high-mobility organic FETs of present interest, where the
existence of electronic bands requires a quantum treatment
of electron motion.

From a more general viewpoint, the present work demon-
strates that the conductive properties of both pure and
disordered organic semiconductors can be efficiently un-
derstood within a unified framework, by addressing the
interplay between mobile states in the band region and
strongly localized states in the band tails. The present results
confirm and extend the considerations of Ref. 13 by allowing
for a proper inclusion of quantum localization phenomena.
Interestingly, the relationship between the energy-resolved
properties of electronic states and the resulting mobility,
which we have exploited here, could also be generalized to
study how the intrinsic polarizability of the organic crystals
affects the transport characteristics, as was recently proposed
in Ref. 5.

APPENDIX A: DETAILED BALANCE AND SPECTRAL
REPRESENTATION

In this Appendix we set e = 1 in addition to h̄ = kB =
1. By introducing the Laplace transform of the the retarded
current-current correlation function C+(t)

C+(p) =
∫ ∞

0
dte−ptC+(t), (A1)
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we can write the mean-square displacement defined in Eq. (7)
as

L2(p) = C+(p)

p
. (A2)

Expressing C+(t) in terms of its Fourier transform C+(t) =∫
dω
2π

e−iωtC+(ω) and using the reality of C+(t), which implies
that ReC+(ω) and ImC+(ω) are respectively an even and an
odd function of ω, we have

C+(p) =
∫ ∞

0

dω

π

pReC+(ω) + ωImC+(ω)

p2 + ω2
. (A3)

This equation can also be obtained using the analiticity of
C+(ω) in the complex upper half plane with the help of
Cauchy’s residue theorem for complex integration. The two
terms in Eq. (A3), respectively proportional to the real and
imaginary part of C+, bring the same contribution to the
integral as can be checked via the Lehman representation of
the correlation function

C+(t) = 1

Z

∑
n,m

e−βEn |〈n|J |m〉|22 cos(ωn,mt), (A4)

where |n〉 and En are respectively the eigenvectors and eigen-
values of the Hamiltonian, which are supposed to be known,
and ωn,m = En − Em. The Fourier transform of Eq. (A4) reads

ReC+(ω) = π

Z

∑
n,m

e−βEn |〈n|J |m〉|2

× [δ(ω − ωn,m) + δ(ω + ωn,m)], (A5)

ImC+(ω) = 1

Z

∑
n,m

e−βEn |〈n|J |m〉|2 2ω

ω2 − ω2
n,m

. (A6)

Using the result

P

∫ ∞

0

dω

π

2ω2

p2 + ω2

1

ω2 − ω2
n,m

= p

p2 + ω2
n,m

, (A7)

we arrive at

C+(p) =
∫ ∞

0

dω

π

2p

p2 + ω2
ReC+(ω). (A8)

From this equation we can prove the limit used to obtain
the Einstein’s relation Eq. (13), observing that as p → 0+
1
π

p

p2+ω2 → δ(ω) then limp→0 C+(p) = limω→0 C+(ω)/2.
Equations (3) and (8) are two relations which are not

independent since the functions C+ and C− are related by
the detailed balance condition. The Fourier transforms of
the retarded correlation functions C±(t) can be expressed as
C±(ω) = C>(ω) ± C<(ω) where C>(ω),C<(ω) are the Fourier
transforms

C>(ω) =
∫ +∞

0
dtei(ω+iδ)t 〈Ĵ (t)Ĵ (0)〉, (A9)

C<(ω) =
∫ +∞

0
dtei(ω+iδ)t 〈Ĵ (0)Ĵ (t)〉, (A10)

and δ an infinitesimal positive quantity. The detailed balance
condition reads49 ReC<(ω) = e−βωReC>(ω), which leads to

ReC−(ω) = tanh

(
βω

2

)
ReC+(ω). (A11)

Applying the detailed balance Eq. (A11) to Eq. (A3) yields

C+(p) =
∫ ∞

0

dω

π

2p ReC−(ω)

(p2 + ω2) tanh(βω/2)
, (A12)

and using the Kubo formula Eq. (3) with the definition Eq. (A2)
we arrive at

L2(p) =
∫ ∞

0

dω

π

2ωσ (ω)

(p2 + ω2) tanh(βω/2)
, (A13)

which is Eq. (10) of the paper.
Similarly to Eq. (A5), the Fourier transform of the anticom-

mutator correlation function C−(ω) can be expressed through
its Lehman representation as

ReC−(ω) = π

Z

∑
n,m

e−βEn |〈n|J |m〉|2

× [δ(ω + ωn,m) − δ(ω − ωn,m)]. (A14)

The two terms in the sum can be rearranged as

ReC−(ω) = π (1 − e−βω)
1

Z

×
{ ∑

n,m

e−βEn |〈n|Ĵ |m〉|2δ(ω + En − Em)

}
.

(A15)

We now consider single-particle Hamiltonians for which
the number eigenstates |{nα}〉 are such that H |{nα}〉 =
(
∑

β nβεβ)|{nα}〉. Once expressed using this basis Eq. (A15)
takes the form (in the grand canonical ensemble)

ReC−(ω) = π (1 − e−βω)
1

Z

{ ∑
{n}{m}

�αe−β(εα−μ)nα

× |〈{nα}|Ĵ |{mα}〉|2δ
[
ω +

∑
α

εα(nα − mα)

]}
.

(A16)

Since Ĵ is a single-particle operator, the individual eigenvalues
obey nα − mα = pα with pα = −1,0,1. Thus the sum appear-
ing in the δ function reduces to εα − εβ where we have pγ = 1
when γ = α, pγ = −1 when γ = β, and pγ = 0 elsewhere.
The matrix element of Ĵ reads in this case

|〈{nα}|Ĵ |{mα}〉|2 =
∑
α,β

|〈α|Ĵ |β〉|2nα(1 − nβ), (A17)

where |α〉 are single-particle states. The grand canonical
averages appearing in Eq. (A16) can be performed leading
to

ReC−(ω) = π (1 − e−βω)
∑
α,β

|〈α|Ĵ |β〉|2〈nα〉(1 − 〈nβ〉)

× δ(ω + εα − εβ), (A18)
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where we have made use of the vanishing of the diagonal
elements of Ĵ . We can introduce a dummy integration variable
by writing

ReC−(ω) = π (1 − e−βω)
∫ ∞

−∞
dνf (ν)[1 − f (ω + ν)]

×
∑
α,β

|〈α|Ĵ |β〉|2δ(ω + ν − εβ)δ(ν − εα),

(A19)

where f (ν) is the Fermi function. Identifying the diagonal part
of the spectral operator δ(ν − εα) = − 1

π
Im〈α|(ν − Ĥ )−1|α〉

and taking into account that (1 − e−βω)f (ν)[1 − f (ω + ν)] =
f (ν) − f (ω + ν) we finally arrive at

ReC−(ω) = π (1 − e−βω)
∫ ∞

−∞
dνf (ν)[1 − f (ω + ν)]

× tr[ρ̂(ν)Ĵ ρ̂(ω + ν)Ĵ ]. (A20)

Using Eq. (A20) and Eq. (A12) we obtain

L2(p) = 2

e2

∫ ∞

−∞
dν

∫ ∞

0
dω

1

ω2 + p2

[f (ν) − f (ω + ν)]

tanh(βω/2)

× tr[ρ̂(ν)Ĵ ρ̂(ν + ω)Ĵ ]. (A21)

Taking the low-density limit, βμ → −∞, we obtain

L2(p)

n
= 2

e2Z

∫ ∞

−∞
dνe−βν

×
∫ ∞

0
dω

1 + e−βω

ω2 + p2
tr[ρ̂(ν)Ĵ ρ̂(ν + ω)Ĵ ],

(A22)

where the normalization factor is Z = ∫
dνe−βνρ(ν).

APPENDIX B: OPTICAL CONDUCTIVITY SUM RULES

Equation (10) allows us to derive exact relationships
between the asymptotic expansion of C+(p) [or equivalently
L2(p)] to certain integrals of the optical conductivity. Using
the definition Eq. (A2) we write Eq. (A13) as

C+(p) =
∫ ∞

0

dω

π

2pω

ω2 + p2

σ (ω)

tanh(βω/2)
. (B1)

Taking the formal expansion in powers of 1/p we get

C+(p) =
∞∑

n=0

(−1)n

p2n+1
Sn, (B2)

where

Sn =
∫ ∞

0

dω

π

2ω2n+1

tanh(βω/2)
σ (ω). (B3)

Taking into account the definition of the Laplace transform we
obtain

C+(p) =
∞∑

n=0

2n + 1

p2n+1

dnC+(t)

dtn
|t=0. (B4)

The leading term of the asymptotic expansion (n = 0) gives
C+(p) � C+(t = 0)/p, where C+(t = 0) = 〈J 2〉.

Equating the coefficients of the expansions we get

dnC+(t)

dtn
|t=0 = (−1)nSn, (B5)

which reads for n = 0

C+(t = 0) =
∫ ∞

0

dω

π

2ω

tanh(βω/2)
σ (ω). (B6)

Setting p = 1/τ as in Fig. 1 we have that in the short-time limit
C+(τ ) = C+(t = 0)τ = 〈J 2〉τ . While the RTA obeys this sum
rule because the correlation function C+ is exact at short times,
the Kubo bubble approximation does not, which results in the
slight discrepancy observed in Fig. 1 in the ballistic regime.
This can be related via Eq. (B6) to the different behavior
obtained for σ (ω) in the two approximations and points to the
relevance of vertex corrections at all frequencies.

APPENDIX C: BOLTZMANN THEORY FROM THE RTA

The quantity �(p,ν)2 is evaluated in practice from

�2(p,ν) = 2

ρ(ν)

∫ ∞

0

dω

p2 + ω2

1 − e− βω

tanh(βω/2)

× tr[ρ̂(ν)Ĵ ρ̂(ν + ω)Ĵ ] (C1)

or, equivalently,

�2(p,ν) = 2

ρ(ν)

∫ ∞

−∞
dω

1

p2 + ω2
tr[ρ̂(ν)Ĵ ρ̂(ν + ω)Ĵ ]. (C2)

These relations are obtained from the definition Eq. (A22) via
Eq. (28).

The Bloch-Boltzmann theory is customarily obtained from
the RTA by taking the noninteracting band eigenstates as the
reference system. Within the present formalism this amounts
to evaluating the trace in the above equation assuming that
the eigenstates of the Hamiltonian are good momentum
eigenstates |k〉 with energy Ek . In that case 〈k|Ĵ |k〉 = vk =
dEk/dk and we obtain

�2(p,ν) = 2

ρ(Ek)

∑
k

v2
k

p2
δ(ν − Ek). (C3)

Using Eqs. (23) and (29), with τ = 1/p the relaxation time
for momentum eigenstates yields the Boltzmann form of the
mobility:

μ = e

kBT

〈
τv2

k

〉
, (C4)

where the thermal average is defined as 〈τv2
k 〉 =

∑
k e−βEk τv2

k∑
k e−βEk

.
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