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Tuning substrate-mediated magnetic interactions by external surface charging:
Co and Fe impurities on Cu(111)
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The substrate-mediated magnetic interactions between substitutional Co and Fe impurities at the Cu(111)
surface have been theoretically investigated as a function of external surface charging. The modification of the
interactions as a result of the metallic screening and charge rearrangements are determined self-consistently from
first principles by using the Green’s-function Korringa-Kohn-Rostoker method. As in the neutral Cu(111) surface,
the effective magnetic exchange coupling �E between impurities shows Ruderman-Kittel-Kasuya-Yosida-like
(RKKY) oscillations as a function of the interimpurity distance. At large interimpurity distances, the wavelength
of the RKKY oscillation is not significantly affected by the value and polarity of the external surface charge. Still,
important changes in the magnitude of �E are observed. For short distances, up to fourth nearest neighbors,
surface charging offers remarkable possibilities of controlling the sign and strength of the magnetic coupling.
A nonmonotonous dependence of �E, including changes from ferromagnetic to antiferromagnetic coupling, is
observed as a function of overlayer charging. The charge-induced changes in the surface electronic structure, local
magnetic moments, electronic densities of states, and interaction energies are analyzed from a local perspective.
The resulting possibilities of manipulating the magnetic interactions in surface nanostructures are discussed.
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I. INTRODUCTION

Electrical control of magnetism at the nanoscale is currently
a very active research area with a large spectrum of applica-
tions, for example, spintronics, data storage, and recording.1–4

Important advances have been recently achieved towards the
reversible tuning of magnetism controlled by means of external
electric fields (EFs).3,5–9 For instance, Ohno et al. succeeded
in controlling ferromagnetism in a thin-film semiconductor
alloy, where ferromagnetic exchange couplings between lo-
calized magnetic moments are mediated by valence-band
holes.5 The EF modifies the concentration of charge carriers,
thus allowing us to tune the transition temperature of the
hole-mediated ferromagnetic state. Moreover, applied EFs
can induce switching between different magnetic states in
multistable low-dimensional nanostructures.6,10–13 This is, for
example, the case in polar magnetic molecules, where the
Stark effect competes with the superexchange interaction,10

and in Fe nanochains deposited on Cu2N/Cu(100), where
magnetic switching has been triggered by a tunnel current.6

In supported nanoparticles, the field-induced changes in the
electronic coupling between the particles and the substrate
also have a strong influence on their magnetic state. Recently,
a theoretical study performed by Hu et al. revealed that the
substrate-induced spin reorientation of a Fe-phthalocyanine
molecule on O-Cu(110) can be controlled by EFs.14 The
importance of the substrate has been also pointed out for
Ag- and Ni-supported manganese dimers12 and in gold atoms
and NO2 molecules on graphene.15 In this context, the
EF control of the deposition patterning and of ad-particle
structures on graphene and MgO films has been theoretically
addressed.15,16

Only a few works have been so far devoted to exploring the
effects of EFs on metals, where full screening is achieved
within the very first surface layers. Despite the minimal

screening length, the external fields and the surface charge
redistribution that it induces are likely to affect the unpaired
d-electron states close to the Fermi energy, which are re-
sponsible for itinerant-electron magnetism in transition metals
(TMs).17 Therefore, the spin-dependent screening of EFs
can lead to important modifications of the magnetization
and magnetic anisotropy energy (MAE) of low-dimensional
ferromagnets.18 This effect has indeed been found in ultrathin
ferromagnetic films, where significant changes in the MAE
have been reported.7,19–21 Recent theoretical calculations re-
vealed a large reduction of the magnetic moments and MAE of
an Fe monolayer caused by its deposition on graphene, which
can be lifted by introducing an excess of charge in the system.22

Similar manipulations have been achieved experimentally
by applying a voltage across a liquid electrolyte in contact
with a metallic surface.8,9,23 The resulting electrolytic-charge
overlayer at the surface allows us to apply rather high local EFs
by using relatively low voltages. For example, Weisheit et al.
have shown that the MAE of FePt and FePd thin films can
be reversibly modified by applying a voltage through an
electrolyte layer.8,24 In a similar way, Shimamura et al. were
able to modify the Curie temperature of ultrathin Co films by
applying a gate voltage in the range of ±2 V.9

Another perspective of EF control concerns the magnetic
coupling mediated by metallic spacers in sandwiches and
multilayers. Fechner et al. have theoretically shown that the
relative magnetization direction of two Fe layers in a Fe/Au/Fe
trilayer can be successfully switched by using an external EF,
taking advantage of its contact with a ferroelectric material.25

Indeed, controlling the polarization of the ferroelectric induces
a spin-dependent charge screening at the interface Fe layers.
The spin asymmetry modifies the phase and amplitude
of the Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction
mediated by the Au spacer, which determines the interlayer
exchange coupling. This opens novel exciting possibilities

235436-11098-0121/2012/86(23)/235436(8) ©2012 American Physical Society

http://dx.doi.org/10.1103/PhysRevB.86.235436
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since the RKKY interactions are present not only in metallic
layered systems but also between magnetic particles deposited
on metal surfaces.26–37 In the latter case, the magnetic inter-
actions are often mediated by surface-state electrons, which
are located precisely in the region where significant charge
redistributions can be induced by external EFs. Despite the
fact that these interactions are weak, of the order of a few meV,
they have a strong influence on the growth of nanostructures
at low temperatures.29,38,39 Previous theoretical investigations
of the surface electronic structure of Cu(111) in the presence
of EFs revealed interesting changes in the dispersion relation of
the surface states, which involve modifications of the effective
electron mass and Fermi wave vector.40–42 These results let us
expect that surface charges and EFs should affect the scattering
of impurities and, consequently, the interactions between
them. It is therefore of considerable interest to investigate the
possibility of EF manipulation of interparticle magnetic inter-
actions by tuning the surface electron density of a noble-metal
surface.

In this work, we model a charge-density accumulation on
top of a Cu(111) surface by introducing an overlayer of point
charges. Self-consistent ab initio calculations of the magnetic
exchange couplings between Co and Fe substitutional surface
impurities are performed for several values of overlayer charge
per atom q.

The remainder of this paper is organized as follows. The
next section describes the theoretical method and overlayer-
charge model used in our calculations. In Sec. III the results
on the magnetic exchange-interaction energy are presented
and discussed. Starting from a description of the charge
effects on the magnetic properties of a single substitutional
impurity, we analyze the overlayer-charge dependence of
the interactions between magnetic impurities in some detail.
Emphasis is given to the role of the local environment of the
impurities and to the redistribution of the surface electronic
density induced by the electric fields. Finally, Sec. IV sum-
marizes our conclusions and points out some relevant future
studies.

II. THEORETICAL METHOD

The calculations have been performed in the framework of
density-functional theory (DFT) by using the Korringa-Kohn-
Rostoker (KKR) Green’s-function (GF) method.43 Exchange
and correlation effects are treated in the local spin-density
approximation (LSDA).44 In contrast to other ab initio tech-
niques, mostly based on a supercell approach, the GF-KKR
method allows us to account for the surface as a truly
half-infinite bulk crystal by avoiding the use of periodic
boundary conditions. The effects of one or more impurities
are incorporated exactly at the Kohn-Sham (KS) single-
particle level by solving the Dyson equation for the perturbed
GF. This allows the calculation of impurity interactions in
good agreement with experiment even at large distances.29

In the present study, the space is divided into atomic re-
gions, where the atoms are represented by spherical scatter-
ing potentials enclosed by free-potential interstitial regions.
Once the single-site scattering KS problem is solved inside
the atomic regions, the solutions are matched within the
multiple-scattering formalism. Formulated in terms of the GFs,

the self-consistent solution of the KS equations determines the
electronic structure of the system. The ground-state electronic
density ρ(r,ε) = −1/π ImG(r,r,ε) is then obtained from the
imaginary part of the local GF G(r,r,ε).

The advantage of the GF formulation of the KKR method
is the hierarchical scheme behind its construction. The surface
is considered an infinite two-dimensional perturbation of the
bulk crystal, and the magnetic impurities are considered a
perturbation of the perfect surface. At each step the GF of
the perturbed system G(ε) is related to the previous one
G0(ε) by means of the Dyson equation G(ε) = G0 + G0V G,
where V is the perturbation potential describing first the
vacuum and then the impurities. For the calculations reported
in this work, the surface has been modeled by replacing
the nuclear potentials of a six-layer-thick Cu(111) slab with
vacuum spheres. The separation between the resulting two
half crystals is large enough to avoid any significant electronic
interactions between them. In all calculations the structure
remains fixed45 to the bulk Cu crystal having the experimental
lattice constant a = 3.615 Å. Impurities and extra charges
are subsequently incorporated following the same scheme, as
additional perturbations to the clean surface in a real-space
representation. The impurities occupy atomic sites in the
topmost layer of the Cu(111) surface.46 The overlayer charge is
described by point charges q placed at the centers of the atomic
spheres located at the first vacuum layer above the Cu(111)
surface [see Fig. 1(a)]. Notice that these overlayer charges are
treated as external potentials. Therefore, they do not participate
in the self-consistent redistribution of the electronic density of
the metal, which is controlled by the chemical potential of the
bulk crystal. Details of the GF-KKR method can be found in
previous works.30–32,40,43,47

The electronic self-consistent calculations are performed
for ferromagnetic (FM) and antiferromagnetic (AF) align-
ments between two substitutional magnetic impurities, for
all values of the interparticle distance r up to 11th nearest
neighbors (NNs) on the Cu(111) surface. The exchange
interaction energy is then given by the difference �E =

Cu(111)Cu(111)
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FIG. 1. (Color online) (a) Schematic diagram of the surface
model. Impurities (dark spheres) and external overlayer charges (plus
signs) are also depicted. (b) Calculated local magnetic moments at
a single substitutional impurity as a function of overlayer charge q.
The results for a Co (Fe) impurity are on the left (right) scale.
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EFM − EAF between the corresponding total energies. The
overlayer charge per atom q has been varied in the range
−0.5 � q/e � 0.5.

Let us finally recall that the focus of our study is the
description of the fundamental effects of surface charging
which can be used to control the interactions between surface
impurities. In this study, we aim to analyze the dependence
of the magnetic interactions as a function of overlayer charge
accumulation. To some extent, the present model can be related
to the possible effects of the charge accumulation induced by
a liquid-electrolyte in contact with the surface, across which
an external voltage is applied.8,48,49 From this perspective, the
modeling of electrolyte ions as a layer of fixed-point charges
q, relies on the assumption that the adsorption position and
energy of the ions do not depend on the strength of the applied
electrode potential.50

III. RESULTS AND DISCUSSION

A. Single impurities

It is instructive to begin our discussion with the behavior
of a single magnetic impurity. In the absence of an over-
layer charge, the calculated magnetic moment of a surface
substitutional Co impurity is μCo = 1.35μB , while for a Fe
impurity it is μFe = 2.80μB . These magnetic moments are
largely affected by the EF generated by overlayer charges.
For q < 0, the repulsive electrostatic potential displaces the
electronic charge away from the surface into the Cu bulk,
causing a reduction of the number of electrons at the Co
or Fe atoms. This redistribution of charge density concerns
mainly the higher-energy minority-spin states and therefore
leads to the enhancement of the impurity magnetic moments.
As |q| increases (q < 0), a monotonous increase of μCo and
μFe is observed, reaching μCo = 1.95μB and μFe = 3.24μB

for q = −0.5 [see Fig. 1(b)]. For this value of q, the number
of electrons at the impurity site is reduced by about 0.3
to 0.4 electrons, causing an enhancement of 0.6μB and
0.4μB in the magnetic moment of Co and Fe, respectively.
It should be, however, noted that the decreases of electronic
density and magnetic moments do not follow a linear behavior
as a function of q. For instance, an overlayer charge q =
−0.1 displaces only about 0.03 electrons at a Co impurity,
enhancing μCo by less than 0.01μB with respect to the neutral
system. In contrast, by increasing |q| from q = −0.2 to
q = −0.3, one observes that the number of electrons inside
the Co atomic sphere is reduced by nearly 0.1 and that μCo

increases by about 0.17μB . A similar behavior is observed for
Fe impurities.

The reason for the generally weak effect of small values of
|q| on the surface atoms is presumably related to the natural
spill out of the surface electron density into the vacuum. In
fact, in the neutral system, about 0.2 electrons per atom are
found in the volume outside the atomic spheres of the surface
atoms. These are basically the electrons that are displaced in
order to screen the EF for small q. Consequently, the orbital
occupations at the impurity are not much affected. It is only for
larger values of |q| that a significant electron-density depletion
at the impurity occurs.

On the other hand, for positive overlayer charge q > 0, one
observes a slight reduction of the impurity magnetic moment.
The effect is, however, far less important than for q < 0. For
instance, μCo = 1.25μB and μFe = 2.74μB for the largest
considered overlayer charge q = 0.5. In fact, the attractive
potential corresponding to q > 0 shifts an important amount
of s and p electronic density outside the surface, leading to a
considerable screening of the original overlayer charge. Thus,
the uppermost metal layer remains essentially neutral, and the
occupation of d electronic states at the impurity site is modified
to a much lower extent than for q < 0. As we shall see, the
changes in the magnetic moments are very important for the
magnetic coupling between impurities at short distances, for
example, between NN impurities, where direct hybridizations
are significant. At larger impurity separations, beyond second
NNs, the local magnetic moments have essentially the single-
impurity values. Nevertheless, the overlayer charge modifies
the spin-dependent scattering potential of the surface electrons
which mediate the interactions among the magnetic 3d atoms.

B. Impurity pair interaction

In Fig. 2 the effective exchange interaction energy �E =
EFM − EAF between two Co impurities is shown as a function
of the Co-Co separation distance r for different values of
overlayer charge per surface atom q. Negative (positive) values
of �E imply that a FM (AF) alignment of the impurity
moments is favored. The results for Fe impurities are shown in
Fig. 3. Notice that the values of r correspond to the different
substitutional impurity positions at the surface. They are the
same in all graphs, whereas the ranges of �E differ.

FIG. 2. (Color online) Exchange interaction energy �E =
EFM − EAF between two Co impurities at the Cu(111) surface as a
function of the Co-Co distance r . The upper (bottom) plot corresponds
to negative (positive) surface charges per atom q. The considered
absolute values of q are indicated in the inset. Note that the values
of �E for NNs (r = 2.55) have been multiplied by a factor 0.2. The
lines connecting the points are a guide to the eye.
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FIG. 3. (Color online) Exchange interaction energy �E =
EFM − EAF between two Fe impurities at the Cu(111) surface as
a function of the Fe-Fe distance r . The top (bottom) plot corresponds
to negative (positive) surface charges per atom q. The considered
absolute values of q are indicated in the inset. Note that the values
of �E for NNs (r = 2.55) have been multiplied by a factor 0.2. The
lines connecting the points are a guide to the eye.

Let us first discuss the behavior of �E in the absence
of external charge, which corresponds to the dotted lines
in Figs. 2 and 3. The results for Co and Fe impurities
display the same oscillatory form, which is characteristic of an
RKKY interaction. The similarity of the oscillations for both
TMs indicates the common substrate-mediated interaction
mechanism. Here, both surface and bulk electrons mediate the
interaction between impurities.26,27,29 Therefore, the observed
oscillation wavelength (�2.5Å) lies in between the values
of 1.7 and 14.5 Å expected for bulk impurities and surface
adatoms, respectively.51 In the former, bulk electrons are
responsible for the interactions, while in the latter only surface
electrons mediate the long-range magnetic coupling. Similarly,
the actual decay of the interaction amplitude differs from
the 1/r2 and 1/r5 behaviors, which are typical of surface
adatoms and bulk impurities.51 Notice, however, that the
actual wavelength and decay ratio of the interaction can
only be evaluated in the asymptotic region, at much larger
interimpurity distances than those considered in this study.

In order to analyze the effects of the overlayer charge on
�E it is meaningful to distinguish two ranges of interimpurity
distance r: large separations, beyond fourth nearest neighbors
(r � 7 Å), where the magnetic exchange couplings are me-
diated by delocalized electrons, and short separations, where
direct hybridizations involving localized orbitals also play an
important role. Independent of the value and polarity of the
overlayer charge q, the RKKY-like oscillations of �E are still
present at large distances. While the oscillation wavelength
remains essentially as in the neutral surface, the strength of
�E is significantly modified in various ways depending on the
charge polarity and on the impurity atom. For instance, positive
q causes an enhancement of |�E| with respect to the neutral

surface, particularly in the case of Fe. However, for q < 0,
|�E| is, in general, reduced for Co impurities, while it is still
enhanced in the case of Fe (see Figs. 2 and 3). The changes in
�E for large r can be of the order of 10 meV. Furthermore,
one observes that surface charges q > 0 enhance FM as
well as AF couplings for both TM impurities, while charges
q < 0 do not significantly enhance FM interactions for any of
them.

The effects of overlayer charging on the magnetic inter-
actions become clearly stronger as the distance r is reduced.
For example, if the impurities occupy any of the first four
NN positions, positive q can enhance |�E| by more than
10 meV in the case of Co impurities and even by 40 meV
in the case of Fe third-NN pairs (r = 5.11Å). The largest
changes in |�E| are generally found already for q = 0.3 in
Co and for q = 0.4 in Fe. At certain distances, varying q

results in a change of sign of �E, which allows us to tune
the coupling from FM to AF and vice versa. An example
of this are third-NN impurities (r = 5.11 Å), where q < 0
favors a FM alignment in both TMs (see Figs. 2 and 3). In
addition, a remarkable nonmonotonous dependence of �E on
q is observed at several distances. For instance, the third-NN Fe
coupling in Fig. 3, which is weakly AF for q = 0, changes first
to strongly ferromagnetic for small q < 0 (�E � −12 meV
for q = −0.2) and finally returns to strongly AF for q = −0.5
(�E � 18 meV). A similar switching of the magnetic coupling
is obtained at other values of r by changing the sign of q.
See, for example, the Co impurities at fourth-NN distance
r = 6.76Å in Fig. 2. Therefore, a more detailed analysis of the
dependence of �E on q is worthwhile.

In Fig. 4 the exchange interaction energy �E between
two Co impurities (left-hand scale) and two Fe impurities
(right-hand scale) is given as a function of q for the impurity
positions illustrated in the insets. The dependence on q for both
TMs is comparable, although |�E| is, in general, stronger
for Fe due to its larger magnetic moment. Results for NN
impurity positions are shown in Fig. 4(a). In this case, the
direct electronic hybridization of the impurities is very strong
and dominates their interaction. Consequently, the absolute
values of �E are around an order of magnitude larger than
for any other impurity pair. Nevertheless, the overlayer charge
affects significantly the magnetic exchange since it controls
the displacement of electronic density around the impurities,
thus modifying the orbital occupations near the Fermi energy
and the TM hybridizations. An illustrative way to analyze
the behavior of �E for NNs impurities is to consider their in-
teraction energy Eint = Edimer − 2Esingle + Esurf , where Esingle

(Edimer) is the total energy of the substrate-impurity complex
constituted by one (two) substitutional impurity and Esurf is the
total energy of the unperturbed substrate. In Fig. 5 the values of
Eint for the FM and AF states of a NN Co dimer are shown as a
function of q. For q = 0, the attractive interaction is about one
order of magnitude larger for the FM state. In the absence of
external surface charge, the calculated local magnetic moment
of the Co atoms in a ferromagnetic NN dimer is μCo = 1.45μB .
For negative q, for instance, |q| > 0.3, this value is enhanced
up to μCo > 1.7μB . Accordingly, |Eint| is increased for this
dimer by about 80 meV (see Fig. 5). In the AF configuration the
local moments are much smaller (μCo = 1.24μB for q = 0).
Already, the smallest considered value of q < 0 induces an
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FIG. 4. (Color online) Exchange interaction energy �E =
EFM − EAF of Co and Fe substitutional impurities at the Cu(111)
surface as a function of the surface charge per atom q. (a)–(e)
correspond to different impurity positions ordered by increasing
distance, as illustrated in the insets.

enhancement of the local spin moments, which practically
destabilizes this dimer configuration. In contrast, positive
values of q induce a reduction of the local magnetic moments
at the Co atoms. This reduction is, in fact, more pronounced in
the AF configuration. However, the effect is far less important
than for q < 0. The dimer interaction Eint becomes slightly
more attractive for both magnetic configurations (see Fig. 5).
Therefore, the results for �E in Fig. 4(a) are essentially
dominated by the large change in Eint of the FM configuration
for q < 0. In a similar way, the changes of μFe and Eint for
Fe NN impurities explain qualitatively the behavior observed
in Fig. 4(a). The enhancement of the local spin moments
for negative q can be understood as in the single impurity

FIG. 5. (Color online) Interaction energy Eint between Co NN
impurities as a function of overlayer charge q.

FIG. 6. (Color online) Local d-electron DOS at a Co impurity
in a nearest-neighbor dimer configuration [see the inset of Fig. 4(a)].
Results are given for overlayer charges (a) q = −0.3 and (b) q = 0.3.
The corresponding DOS of the neutral surface (q = 0) is given by
the dashed curves for the sake of comparison.

case. Beyond a certain threshold (typically |q| � 0.3) the EF
generated by the q < 0 overlayer charges causes a depletion
of the electronic density at the surface layer. Thus, there are
states near the Fermi energy which become unoccupied. At
the impurity sites, these states are local minority-spin orbitals.
Therefore, an enhancement of the impurity spin moments
follows in the FM as well as in the AF configuration.

The local density of d-electron states (DOS) at a Co
atom in a ferromagnetic NN dimer is shown in Fig. 6.
Here, one observes that for q < 0 the majority-spin states
are shifted towards lower energies, compared to the neutral
case (dotted line). At the same time, the minority-spin band is
enhanced in intensity and shifted towards higher energies. This
band displays a splitting into bonding and antibonding
orbitals,52 for which the level rearrangements occur in a
different way. The bonding orbitals located at lower energies
suffer a stronger shift of about 0.6 eV, while the antibonding
states shift by about 0.3 eV. Nevertheless, the smaller change
in the position of the antibonding subband suffices for it to
cross the Fermi energy and become unoccupied. Moreover,
the opposite shifts of the majority- and minority-spin bands
increase the magnetic exchange splitting, thus explaining the
enhancement of the local magnetic moment. For q > 0, the
majority- and minority-spin bands show a slight displacement
towards lower energies and a decrease of intensity. These
changes in the DOS are related to the enhancement of
|Eint| found for q > 0. Notice that the FM bonding and
antibonding orbitals are similarly affected. Here, the local
magnetic moments are not significantly modified.

At larger interimpurity distances r (e.g., for second-NN
impurity positions and beyond) the direct electronic hybridiza-
tions between the impurities are no longer relevant. The local
magnetic moments at the TM atoms approach the single-
impurity values as displayed in Fig. 1(b). They are essentially
the same in the FM and AF configurations. At second- and
third-NN positions, the key role is played by the surface Cu
atoms located between the impurities. In Fig. 4(b), results
are given for �E between second NNs as a function of the
overlayer charge. For q < 0 one observes that the FM coupling
is preserved and even slightly enhanced by small values of
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|q|. See, for example, the results for q = −0.1 and −0.2 for
Co pairs and q = −0.1 for Fe pairs. However, a remarkable
nonmonotonous dependence of �E on q is observed for larger
|q|. The initial decrease of �E is followed by a rapid increase
for stronger surface charges q < 0, which implies a strong
destabilization of the FM state. The changes in �E are of the
order of 20 meV (30 meV) for Co (Fe) impurities. Positive
overlayer charges q > 0.2 also tend to reduce the strength of
the FM coupling. In sum, for the second-NN dimer geometry,
both overlayer-charge polarities preserve the FM alignment of
the impurities (�E < 0), although the strength of the effective
exchange coupling |�E| is drastically reduced for |q| � 0.3.
In contrast, for impurities at third-NN positions [Fig. 4(c)]
negative overlayer charges destabilize the AF alignment and
lead to a switching of the magnetic coupling. On the other
hand, for q > 0 the AF coupling is enhanced by about 10 meV
for Co and by 40 meV for Fe.

At the second- and third-NN distances, the change in the
total energy is dominated by the single-particle (SP) con-
tribution ESP = ∫ εF η(ε)(ε − εF )dε = − ∫ εF N (ε)dε, where
η(ε) is the electronic DOS and N (ε) = ∫ ε

η(ε′)dε′ is the
integrated electronic DOS.53 Consequently, the magnetic
exchange energy is determined by the differences in the DOS
between both magnetic configurations. However, already at
second-NN distances, the local DOS at the impurity sites is
not significantly affected by their relative alignment. Instead,
the change in the local DOS at the Cu atoms located between
the impurities plays the major role. Appreciable changes in the
electronic structure are, in fact, induced at these atoms by the
proximity with the TM impurities. In Fig. 7 the local density of
s and p states at the Cu atom located between two third-NN Co
impurities is shown [see the inset of Fig. 4(c)]. The curves are
displayed for the FM and AF alignments between impurities
for q = −0.3 and q = 0.3. One observes that for q = 0.3 the
main peak in the DOS of the Cu atom between AF impurities
lies at lower energies than in the case of a FM alignment [see
Fig. 7(b)]. Therefore, according to the single-particle picture,
an AF coupling is stabilized. This result is in agreement with
the AF coupling found for q � 0. For q = −0.3 this peak is
shifted towards higher energies [see Fig. 7(a)]. A substantial
decrease of intensity is observed, reducing the SP contribution
by a magnitude proportional to the locally integrated change
in the density of states. As a consequence, the AF alignment

FIG. 7. (Color online) Local s- and p-electron density of states
at the Cu atom located between two Co third-NN impurities. See the
inset of Fig. 4(c). Results are given for overlayer charges (a) q = −0.3
and (b) q = 0.3.

is destabilized, and the magnetic coupling between impurities
switches to FM (q < 0).

While the q dependences of �E for first-, second-, and
third-NN distances are quite distinctive, the behaviors at larger
distances show some similarities [see Figs. 4(c)–4(e)]. This
suggests that the q dependence of �E is the result of the
same microscopic mechanism, namely, a modification of the
delocalized electronic density at the Cu surface. In fact, for
negative values of q, the electronic density at these Cu atoms
is reduced up to 0.3 electrons for q = −0.5, while for positive
q it remains essentially unchanged. These important changes
in the electronic density are responsible for the distinctive q

dependence of �E at larger distances.

IV. CONCLUSIONS

The present study shows that the EF produced by an
overlayer charge accumulation at the Cu(111) surface modifies
the local magnetic properties and the interactions of surface
substitutional magnetic impurities. The responses of Co and Fe
impurities to external surface charging were found to be very
similar. Surface charging induces a displacement of electronic
density at the impurity sites, which is mainly of minority-spin
character. This charge redistribution causes large modifications
of the impurity local magnetic moments. Moreover, three
different microscopic mechanisms have been identified to
cause the changes in the magnetic exchange �E between
atomic impurities. In the case of NN impurities, the depletion
of electronic density induced by the EF at the impurity sites
strongly affects the direct electronic hybridizations which
determine the exchange coupling. At second- and third-NN
positions on Cu(111), the electronic structures at the impurity
sites are not significantly affected by the relative orientation of
the impurity moments. Instead, the Cu atoms located between
the impurities play the central role. The EF induces changes
in the local electronic structure of these Cu atoms, which cause
important variations of �E including the switching from FM
to AF alignment of the impurities and vice versa. At larger
distances, beyond fourth NNs, the strength of the substrate-
mediated RKKY interaction can be modified on the order
of 10 meVs. These modifications arise from the EF-induced
changes in the delocalized electronic density at the Cu surface
and in the scattering of the surface states at the magnetic
impurities. Moreover, it has been shown that �E often displays
a nonmonotonous dependence on the overlayer charge, which
implies drastic changes in the magnetic order. In this context, a
contrasting behavior of the metallic screening has been found
depending on the polarity of the external surface charges.

New perspectives in the manipulation of magnetic surface
nanostructures are opened by the results of the present study.
For instance, the use of external surface charges and EFs to
control the substitutional energies in surface alloys is certainly
appealing. In fact, the modification of the binding energies of
surface impurities should be helpful to control the growth of
surface nanostructures and the surface growth process itself.
Our results suggest that in the case of deposited magnetic
particles the EF-induced reduction of the local electronic
density can modify the magnetic state of the nanoparticle itself.
Moreover, other magnetic properties which strongly depend
on the electronic occupation at the Fermi level are expected
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to suffer strong modifications as a result of external surface
charging. In particular, the investigation of charging and EF
effects on the magnetic anisotropy energy is of considerable
interest for future applications. Finally, a further topic of future
interest is the interaction of nanostructures at thin magnetic
films and at highly polarizable surfaces, where external EFs
are expected to strongly affect the substrate magnetic behavior.
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