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Analysis of two-photon photoemission from Si(001)
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We have applied our ab initio simulation approach for the photoemission process at solid surfaces to calculate
two-photon photoemission spectra from the p(2 × 2)-reconstructed Si(001) surface. In this approach, the ground-
state electronic structure of the surface is obtained within density functional theory. The subsequent time-
dependent simulation is carried through at frozen effective potential, while an optical potential is applied to
account for inelastic scattering in the excited state. We have derived normal emission spectra for s- and p-polarized
light with photon energies in the range h̄ω = 3.85–4.75 eV. The dependence of the theoretical spectra on photon
energy and polarization is analyzed and compared to experimental spectra from the literature. To unravel the role
of the unoccupied states between Fermi energy and the vacuum level which are acting as intermediate states in the
excitation process, we investigate the expression for the two-photon photocurrent from perturbation theory. The
scattering states, which serve as the final states of photoemission, are obtained from a time-dependent simulation
of a LEED-type experiment. The evaluation of the dipole matrix elements allows us to identify the relevant bulk
band transitions and to address the influence of surface states.
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I. INTRODUCTION

Two-photon photoemission (2PPE) spectroscopy is widely
used to probe the energetics and dynamics of the unoccupied
electronic states at solid surfaces, thin films, and nano-
structures.1 The development over the last decades has been
facilitated by advances in ultrafast laser techniques and high-
resolution electron analyzers.2 The unoccupied electronic
states (conduction bands) are of considerable interest due
to their decisive role in excitation, relaxation, chemical,
and transport processes. Time-resolved 2PPE pump-probe
spectroscopy allows one to follow such dynamical processes
directly on a femtosecond timescale. In particular, it can be
used to extract information about the lifetime of electronic
excitations.2,3

The 2PPE process can be thought of as two photon-induced
resonant or nonresonant excitation steps.3 The first one pro-
motes the system into an excited electronic state, the so-called
intermediate state; in the second step, an electron is lifted above
the vacuum level into the final state. Thus, at the same time the
occupied and unoccupied (valence and conduction) states are
probed and can give rise to features in the spectra. Frequently,
the origin of the peaks can be identified by their dispersion with
photon energy. However, the interpretation of 2PPE spectra can
become complicated in case of interfering excitation paths.
Furthermore, scattering of electrons can occur in the excited
state which results in a depopulation and population dynamics
of the intermediate states involved in the scattering. In a
time-resolved experiment, scattering rates of excited electrons
can be obtained from the variation of peak intensities with the
time delay between pump and probe pulse.

Early 2PPE pump-probe studies have addressed the hot bulk
carrier dynamics in semiconductors and the thermalization
of photogenerated nonequilibrium electron distributions in
laser-heated metals.4–8 Beside the bulk excited-state popula-
tion dynamics, the long-lived image-potential states (IPS) in
front of metal surfaces9,10 have been studied intensely with
2PPE.11–19 These states have proven to be sensitive probes for
the surface morphology and adsorbate-induced modifications
at surfaces.20–28 Electrons in IPS can undergo localization

via polaron formation and solvation at metal-polar adsorbate
interfaces.29–33 The coupling of excited electrons to the nuclear
degrees of freedom is investigated in surface femtochemistry,
with the goal of laser-control of chemical reactions.1,34,35

Image states can also be employed as probes for the spin-
dependent electronic structure, and spin-resolved 2PPE has
been introduced to follow the electron relaxation dynamics
in ferromagnetic systems and spintronic devices.36–45 By now,
the field of application for 2PPE pump-probe spectroscopy has
been extended to the high-TC superconducting cuprates,46–48

to other ordered states such as charge density waves and phase
(metal-insulator) transitions,49–52 and, most recently, also to
topological insulators.53

Quantum interference in the excited state has been demon-
strated by the coherent excitation of electron wave packets into
the Rydberg series of IPS in front of metal surfaces leading
to quantum beat patterns in the spectra.54–56 The possibility
of optical phase control of electrons57–59 and coherently
controlled electrical currents60 has been shown stressing the
importance of quantum mechanical phase in 2PPE.

Considerable progress has been made in the identification
of the different processes that lead to the decay of the
laser-created population in the excited state.61–73 Inelastic
lifetimes due to electron-electron scattering can be obtained
from quasiparticle self-energy calculations, usually within the
GW approximation.70,74–77 Direct simulations of the evolution
of photoexcited electron distributions in time-resolved 2PPE
have been performed in the framework of density matrix
theory.78–82 Elaborate models have been set up to include
competing deexcitation processes via scattering with electrons
and phonons and (ballistic) transport on a microscopic,
quantum-mechanical level. An essential understanding of how
energy relaxation and dephasing times are linked to observed
linewidths and cross-correlation traces (2PPE signal as a func-
tion of pump-probe delay) can readily be gained by solving
the optical Bloch equations for model systems with only a few
electronic levels.3,16,83 The elastic and inelastic scattering rates
enter as phenomenological parameters. On a fundamental level
of theory, nonequilibrium Green’s functions have been used to
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investigate the effect of Coulomb interactions and in particular
the importance of hole scattering in the time-resolved 2PPE
process.84–86

Besides the description of the basic physical mechanisms
there is a need for quantitative computational schemes taking
full account of the band structure of the material in order to be
able to compare to 2PPE experiments. Especially, this should
be helpful to explore the possibility of mapping unoccupied
bulk band structures via 2PPE; see in particular Refs. 87
and 88.

In the present paper we apply a general approach de-
veloped for the direct simulation of photoexcitation and the
photoemission process at solid surfaces. It is based on time-
dependent density functional theory (TDDFT) and allows us
to calculate high-order photoemission currents including and
beyond two-photon processes. We have derived 2PPE normal
emission spectra from the Si(001) surface excited by a single
coherent femtosecond laser pulse. A comparison to experi-
mental spectra by Shudo and Munakata89 and by Kentsch
et al.90 is presented. The spectra are analyzed using the perturb-
ation series expansion for the 2PPE currents with respect to the
external potential in order to identify the contributions from
different intermediate states.

Among the semiconductor surfaces the Si(001) surface has
been subject of detailed investigation by 2PPE. The existence
of image states and the formation of long-lived excitons have
been demonstrated.91,92 Different relaxation mechanisms of
the photoexcited carriers that rely on the bulk and surface band
structures have been elucidated.93–97 Moreover, the Si(001)
surface is one of the few examples where, at the present time,
detailed information on the conduction bulk band structure has
been extracted via 2PPE.89,90 Only recently, Si(001) has found
new interest when the existence of Fano-type line profiles in
2PPE due to interference between surface resonances and the
substrate continuum has been shown98 and when a surface
resonance within the energy range of the conduction bands
has been identified.99

The outline of the paper is as follows. In Sec. II A, we
summarize the direct simulation approach to photoemission
from solid surfaces, i.e., the equations of motions and the
procedure to calculate angle-resolved spectra. Computational
details are given in Sec. II B. Before we present calculated
normal emission 2PPE spectra from the Si(001)p(2 × 2) sur-
face in response to a single fs laser pulse (i.e., no pump-probe
simulation) in Sec. III A, we compile the dipole selection rules
based on the perturbation expansion for the photocurrents in
Sec. II C. The spectra are analyzed with respect to initial-state
contributions in Sec. III B and compared to experimental spec-
tra from the literature in Sec. III C. Following some general
considerations in Sec. IV A, the role of intermediate states in
the origin of the spectral peaks is investigated in Sec. IV B.
The surface-projected density of the unoccupied states and a
further discussion of intermediate states can be found in the
appendices. We conclude the paper with a summary in Sec. V.

II. THEORY

A. The direct simulation of photoemission from solid surfaces

We have described our method for the real-time simulation
of the photoemission process from solid surfaces, clusters,

or molecules within the framework of TDDFT in Ref. 100,
to which we refer the reader for details. Here we give a
brief outline of the main features including the simulation
geometry, the time-dependent equations, and the derivation of
the photoemission spectra.

The photoexcitation of the surface induced by a femtosec-
ond laser pulse is simulated within a repeated-slab geometry
to which absorbing boundary conditions are imposed. Each
supercell comprises a surface slab together with a sufficiently
large vacuum region for the real-space propagation of the
photoemitted electrons. An absorptive potential confined to
a thin slab and placed in mid-vacuum is used to electronically
decouple neighboring slabs. The photocurrents that pass
through a cross-section area of the supercell are integrated
in order to obtain the photoemission spectra.

The equilibrium atomic configuration and ground-state
electronic density of the surface, which is taken as the initial
state before the external perturbation is switched on, are
obtained from a density functional calculation.101 A local
approximation to the exchange-correlation (xc) functional is
employed, and the ion cores are described by pseudopotentials.
Parameters of our computation are given in Sec. II B.

The time-dependent electric field E of the laser pulse
is described within the dipole approximation by a spatially
homogeneous, time-dependent vector potential,

A(t) = −c

∫ t

−∞
dt ′E(t ′), �(t) ≡ 0. (1)

With this choice of gauge the time-dependent Hamiltonian
maintains the lattice periodicity of the ground state which is
crucial for our setup. Using a vector potential entails, however,
the necessity of adding gauge-dependent terms to the nonlocal
operators.

The Kohn-Sham equations of motion for the time evolution
of the electronic system,

i
∂ψ(t)

∂t
= Ĥ

(A)
KS (t)ψ(t), (2)

are integrated for frozen atomic positions Ri and frozen
ground-state electron density n0(r) in this work. Thus, in the
Hamiltonian

Ĥ
(A)
KS (t) = 1

2

(
p̂ + A(t)

c

)2

+ V̂eff,loc + V̂
(A)

ps,nl + V̂
(A)

opt , (3)

the local part V̂eff,loc of the effective potential, which comprises
the Hartree potential, the xc potential, and the local part of the
pseudopotentials, is time independent. This corresponds to
the approximation of a single active electron moving in the
ground-state effective potential. The extension to TDDFT
molecular dynamics, that is, to time-dependent effective
potentials and to ions that are allowed to move, has been briefly
addressed in Ref. 100.

While the effective potential is kept frozen to its ground-
state value, the optical-potential operator V̂

(A)
opt roughly ac-

counts for the inelastic scattering events experienced by the
excited electrons within the crystal. This operator serves
as an approximation to the complex self-energy �̂ of the
excited quasiparticle states. The restriction to the excited-state
admixtures of the time-dependent wave functions is ensured
by projecting onto the conduction band states. In this way, the
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optical potential becomes a nonlocal operator even if a local
approximation for �̂ is used.

Finally, V (A)
ps,nl denotes the nonlocal part of the pseudopoten-

tials which we use in the fully separable Kleinman-Bylander
form.102 The superscripts (A) at the nonlocal operators
refer to the applied gauge. All nonlocal potentials carry a
time-dependent phase factor103 that follows from the gauge
transform of the wave functions.104

The total time-dependent photocurrent density at some
height z above the sample surface is obtained by summing
the contributions from the Kohn-Sham wave functions of all
initially occupied states. In the computation of the spectrally
resolved photocurrents, an intermediate step is taken that
consists in transforming the electronic wave functions to the
rest frame of the oscillating electrons (Kramers-Henneberger
transform; see, e.g., Ref. 105). In this frame of reference the
external electric field vanishes so that the electrons emitted into
the vacuum region propagate like free particles. The effect of
the electron detector, selecting energy (ε) and emission angles
(ϑ and ϕ) in experiment, is accounted for by applying suitably
defined projection operators to the wave functions. The
photoemitted charge per unit cell and femtosecond laser pulse
follows from the integration of the energy- and angle-resolved
photocurrent density over both time and a cross-section area
of the slab. The resulting expression for normal emission as
applied in this work can be found in Ref. 100.

B. The Si(001) surface and computational parameters

Figure 1 shows a schematic top and side view of the p(2 ×
2) reconstructed Si(001) surface which, for simplicity, has been
assumed for all calculations in this work. The dimerization of
neighboring silicon atoms in the topmost layer saturates half of
the broken bonds of the unreconstructed surface giving rise to
the basic (2 × 1) reconstruction.106 A further reduction of the
surface energy is achieved by tilting the silicon dimers107,108 as
shown in the lower panel of Fig. 1. The p(2 × 2) reconstruction
arises when the sign of the buckling angle alternates along
the dimer rows. It differs from the (ground-state) c(4 × 2)
reconstruction only in the relative phase of the dimer buckling
in adjacent rows. From the remaining dangling bonds at the two
Si-up and Si-down atoms per unit cell two occupied (Dup,D

′
up)

and two unoccupied (Ddown,D
′
down) surface state bands are

formed. Parts of these bands fall into the energy gap between
the valence and the conduction states in the projected bulk
band structure.109–111 Dangling bond states at 
̄ are displayed
in the lower panel of Fig. 1. These states constitute the most
prominent surface states of the Si(001) surface.

The relaxation of the geometric and electronic surface
structure has been performed with the DFT code FHI96MD.101

The local density approximation (LDA) is applied to the xc

energy functional. In case of the ground-state calculation, the
k-point set for the approximate Brillouin zone integrations
comprises 9 special wave vectors in the irreducible part of the
Brillouin zone, while in the subsequent non-self-consistent
time-dependent simulation only the wave functions at 
̄ are
considered. The basis set for the expansion of the wave
functions is composed of plane waves up to an energy cutoff
of 10 Ry. The surface slabs consist of 36 silicon layers which
corresponds to a total thickness of about 90a0. The bottom

FIG. 1. (Color online) Sketch of the reconstruction geometry and
the symmetry elements of the Si(001) p(2 × 2) surface. Upper panel:
Top view. Top-layer Si atoms are denoted by shaded spheres. Darker
and lighter shade denotes the atoms of the Si dimer that have relaxed
outwards (Si-up atoms) or inwards (Si-down atoms), respectively.
The thin line frames the p(2 × 2) surface unit cell. Mirror planes
perpendicular to the surface (σv) and glide planes are indicated by
solid lines and dash-dotted lines, respectively. C2 denotes the twofold
rotational axes. The coordinate axes point along the direction of the
dimer bonds (x), dimer rows (y), and the surface normal (z). The
photoemission geometry for a single-domain surface is indicated in
addition. The direction of the polarization vector of the incident s-
and p-polarized light wave is chosen along the directions marked
by the arrows (denoted by sX,sY ,pX, and pY ). Lower panel: Side
view. Buckling of the silicon dimers in the topmost layer and the
back bonds to the atoms of the second layer. The left and right parts
show a contour surface of the occupied (Dup) and unoccupied (Ddown)
dangling bond states at 
̄, respectively.

side of the slab is passivated by hydrogen atoms. Neighboring
slabs are separated by a vacuum region of about 60a0. The
parameters required for converged Si(001) photoemission
spectra have been established in Ref. 100.

The scheme for the integration of the time-dependent
Kohn-Sham equations is described in Ref. 112. For the
calculation of normal emission spectra, the time propagation
has been restricted to wave functions at 
̄. A complex
absorptive potential of 8a0 extension, placed in mid-vacuum,
is used to electronically decouple neighboring slabs in the
time-dependent simulation. The same potential as in Ref. 100
is employed in this work.

We apply a single coherent laser pulse of center frequency ω

with an envelope function of Gaussian shape for the excitation
of the surface. The photon energies, chosen in the range
ω = 3.85–4.75 eV, are kept below the ionization energy of
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ξ ≈ 5.4 eV.90 If the band gap correction is taken into account,
this value of ξ coincides with the ionization energy of the slab
in our simulations. The width tp = 10 fs of the Gaussian
envelope of the laser pulse corresponds to an energy resolution
of ω = 65 meV. However, in order to avoid artifacts due to
the discrete spectrum of a slab with finite thickness, the spectra
have further been convoluted with a Gaussian (of 112.5 meV
width) resulting in a resolution of ε = 130 meV. The total
simulation time of 70 fs exceeds the total pulse duration of
2tp = 55 fs (at this point the pulse is switched off) by an
amount that is sufficient to collect all photoelectrons. The
maximum electrical field strength of E0 ≈ 8 × 10−3 H/a0 ≈
0.4 V/Å is tantamount to a peak intensity of I ≈ 2.25 ×
1012 W/cm2. This is sufficient to yield reliable 2PPE photocur-
rents; on the other hand it remains in the range where the 2PPE
part of the spectrum scales quadratically with photon intensity.

The optical potential (self-energy) is approximated by a
complex energy-independent constant which is acting to shift
and damp both the intermediate and final states of the 2PPE
process. These states cover the range from 1 eV to 10 eV above
the valence band maximum (VBM). Following the quasipar-
ticle self-energy corrections to the Kohn-Sham eigenenergies
for Si as calculated within the GW approximation by Fleszar
and Hanke,113 we have chosen an average value of Im(vopt) ≈
0.5 eV for the imaginary part of the optical potential. This
choice reflects the scattering of electrons about 10 eV above
the VBM which corresponds to the final state energy of
the photoemitted electrons. Its value is larger than the value
derived from the self energy of Si at the eigenenergies of the
intermediate states. The imaginary part of vopt is set constant
within the slab and decays proportional to the electronic
ground-state density into the vacuum region. Furthermore, a
spatially constant real part is added to vopt. It acts on the band
structure like a scissor operator and is included to account
for the LDA band gap correction of Re(vopt) ≈ 0.6 eV (value
taken from the same Ref. 113).

C. Perturbational expansion of the photocurrent—symmetry
selection rules for 2PPE in normal emission

Symmetry selection rules constitute an important tool
for the analysis of photoemission spectra, in particular if
the incident light has a certain polarization of well-defined
symmetry (see, e.g., Ref. 114 for the case of 2PPE). In this
section we summarize the 2PPE dipole selection rules for the
Si(001)p(2×2) surface which follow from the perturbation ex-
pansion of the photocurrent. The two-dimensional symmetry
group of the p(2×2) surface and the dipole selection rules for
one-photon photoemission (1PPE) in normal emission have
been explicated in Ref. 100. The group of the wave vector 
̄

is C2v . Its four one-dimensional irreducible representations115

are listed in Table I.
The 2PPE photocurrent can, in principle, be calculated from

a perturbation expansion with respect to the vector potential Â
associated with the external field (see Ref. 87),

jR(ε) ∝ v

R2

occ∑
i

∣∣∣∣∣
∑
m

〈φ∗
LEED|Ô|m〉〈m|Ô|i〉

εi − εm + ω + iηm

∣∣∣∣∣
2

δ(ε − εi − 2ω).

(4)

TABLE I. Characters of the irreducible representations of the
symmetry group C2v . The symmetry elements are depicted in Fig. 1.
If the polarization vector of the electric field points into one of the
coordinate directions (x, y, or z, listed in the second column), the
dipole operator transforms according to the irreducible representation
in the same line.

C2v E C2 σv σ ′
v

A1 z 1 1 1 1
A2 (xy) 1 1 −1 −1
B1 x 1 −1 1 −1
B2 y 1 −1 −1 1

Here, jR(ε) denotes the current of outgoing photoelectrons
with energy ε and velocity v as measured by a detector placed
at position R far outside the sample (the surface is located
at z = 0). Ô is the dipole operator Ô = 1

2c
(p̂ · Â + Â · p̂) =

p̂ · Â/c (since [p̂,Â] = 0 in dipole approximation), and A
denotes the amplitude.116 The eigenstates |i〉 and |m〉 refer
to the initial and intermediate states with energies εi and
εm, respectively. The energies εm in Eq. (4) are shifted by
Re(vopt), so that the band gap correction is accounted for. The
values −iηm denote the finite imaginary part of the self-energy.
The final states |f 〉 ≡ |φ∗

LEED〉 are taken to be time-reversed
LEED states as are usually employed in the one-step model of
1PPE.117 They inherently contain the emission direction and
account for the multiple scattering of the photoelectron in the
surface region as well as in the bulk. The above expression is
written with effective one-electron states that are eigenstates of
the unperturbed single-particle Hamiltonian Ĥ0. Equation (4)
is valid for a continuous wave with a photon energy ω below the
ionization energy. Energy conservation for the 2PPE process as
a whole is ensured by the δ function. In the case of a finite laser
pulse, the most simple approximation is given by the convolu-
tion with the spectral shape of the pulse. Some of the general
features of expression (4) will be analyzed further in Sec. IV.

Equation (4) shows that each of the two electronic transi-
tions caused by the external field—the first one leading from
the initial state (IS) to the intermediate state (IMS), the second
one from the intermediate to the final state (FS)—obeys a
selection rule. Assuming linearly polarized light in dipole
approximation and splitting the vector potential into Cartesian
components, A = ∑

j Aj êj , the product of matrix elements in
the numerators of Eq. (4) take the form

〈f |p̂ · Â|m〉〈m|p̂ · Â|i〉 =
∑

j

∑
k

AjAk〈f |p̂j |m〉〈m|p̂k|i〉.

(5)

In the case of normal emission, the FS |f 〉 describing the
outgoing photoelectron is A1 symmetric. Hence the product
of the matrix elements does not vanish only if the IMS
transforms according to the same irreducible representation as
the momentum operator component p̂j , and if the IS belongs
to the same (irreducible) representation as the product of |m〉
and p̂k . Analyzing Eq. (5) for the possible polarizations of the
external field, one obtains the selection rules of Table II, in
which the allowed excitation paths “IS → IMS → FS” for
normal emission 2PPE are listed.
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TABLE II. Allowed symmetries of the initial and intermediate
states and electric fields inducing the associated transitions in normal
emission 2PPE for the symmetry group C2v . In the first column for
the applied external field components, an entry such as x&y denotes a
polarization vector that lies in the x-y plane but is not parallel to either
of the coordinate axes. In this case, only the additional transitions are
listed that require both Cartesian field components—one for the first,
the other for the second transition.

Field Type of Field for Field for
comp. polarization IS i → m IMS m → f FS

x

y

z

sX&pX

sY &pY

pX&pY

A1

A1

A1

x

y

z

B1

B2

A1

x

y

z

⎫⎬
⎭ A1

x&y

x&z

y&z

s&p

pX

pY

A2

A2

B1

B1

B2

B2

x

y

z

x

z

y

B2

B1

B1

A1

B2

A1

y

x

x

z

y

z

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

A1

For the discussion of the Si(001) spectra in the following
section we note that for s-polarized light with the electric
field vector either parallel (sY ) or perpendicular (sX) to the
dimer rows, only IS of A1 symmetry can contribute. The IMS
involved must transform according to the same irreducible
representation as the dipole operator (B2 or B1; first two
lines of Table II). Thus, differences between the sX- and
sY -polarized spectra (spectra for the single-domain surface)
must be due to differences between the IMS of symmetries B1

and B2.
In p-polarized light, by contrast, there exists an additional

excitation channel for the IS of A1 symmetry via an IMS
of symmetry A1 where both transitions are caused by the
z-component of the field (third line of Table II). This facilitates
studying the interplay of the two kind of IMS (A1 with
B1 in pX-polarized light or A1 with B2 in pY -polarized
light, respectively). In particular, if the total laser intensity is
assumed to be the same for both s- and p-polarized light with
angle of incidence θ = 45◦, the in-surface-plane component of
the field is weaker by a factor 1/

√
2 in p-polarized light, and

the associated contributions to the photocurrent are reduced
by a factor 4; that is, Is/Ip = 4. Thus, for IS of A1 symmetry,
deviations from this intensity ratio must be due to the presence
of IMS of A1 symmetry that are reached by virtue of the
surface-normal component.

Furthermore, in p-polarized light, the first and second
transition may be caused by different components of the
external field (x & z or y & z), so that additional IS of
symmetries B1 or B2 become accessible. Also for these IS
there are two different excitation channels depending on the
sequence of the actions of the two field components; see the
corresponding lines in Table II. Whenever different IMS are
available and yield contributions of comparable magnitude,
these contributions have to be summed coherently; that is,
their relative phases have to be taken into account.

For the sake of completeness we note that, in normal
emission 2PPE, IMS of symmetry A2 are forbidden, whereas
IS of A2 symmetry are only seen if the polarization vector

contains nonvanishing x and y components. Such types of
polarizations are not applied in this work.

III. SI(001) 2PPE SPECTRA AT NORMAL EMISSION

A. Overview

Normal-emission spectra, calculated for s- and p-polarized
light of equal intensity and for different photon energies in the
range h̄ω = 3.85–4.75 eV, are displayed in Figs. 2 and 3.
The angle of incidence of the p-polarized light is θ = 45◦. In
the calculation, the plane of incidence is parallel or perpendic-
ular to the direction of the dimer rows. All spectra have been
averaged over the two directions of dimerization to account
for the two-domain Si(001)p(2 × 2) surface. The spectra have
been decomposed into contributions from different IS (Figs. 5
and 6). Peak positions from these individual contributions
have been marked in Figs. 2 and 3. Details will be given
below.

The calculated spectra can be compared to experimental
Si(001) normal-emission 2PPE spectra from the literature. The
spectra of Shudo and Munakata89 comprise photon energies in
the range h̄ω = 3.75–4.50 eV. The higher energy range h̄ω =
4.46–4.74 eV is covered by the spectra of Kentsch et al.90
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J

S’
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I
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FIG. 2. (Color online) Calculated 2PPE normal emission spectra
from the Si(001)p(2 × 2) surface for s-polarized light and several
photon energies hν. The photocurrents have been averaged with
respect to the (1 × 2) and (2 × 1) domains, with the plane of
incidence being either parallel or perpendicular to the direction of
the dimer rows. For comparison, the p-polarized spectra of Fig. 3
are shown by dashed lines. Parts of the spectra have been multiplied
with magnification factors (×10, × 50) as specified in the figure.
Identifications of contributions to the spectra refer to s polarization
(see Fig. 5).
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FIG. 3. (Color online) Same as Fig. 2 but for p-polarized light (of
the same intensity) incident under an angle θ = 45◦. Magnification
factors (×6,×40) have been applied as specified in the figure. For the
identification of the contributions see Fig. 6.

These spectra are reprinted in Fig. 4. We will give a detailed
comparison to the experimental spectra in Sec. III C.

The first step in the analysis of the calculated spectra
consists in the decomposition into contributions arising from
different initial states and specific polarizations of the light.
For both s- and p-polarized light, single-domain spectra with
the plane of incidence containing either the direction of the
dimer rows or the direction of the dimer bonds have been
calculated. These polarizations are denoted by sX, sY , pX,
and pY as defined in Fig. 1. The single-domain spectra have
been analyzed with respect to the contributions from different
initial states (specific bulk bands or surface resonances). This
is illustrated in Figs. 5 and 6. As pointed out in Sec. II C, only
IS of particular symmetries contribute to the single-domain
spectra. The final 2PPE spectra for two-domain Si(001)
surfaces (in Figs. 2 and 3) have been obtained by summing
over all IS contributions and averaging over the orientations
of the plane of incidence of light relative to the dimer rows.
Accordingly, the capital letters in the spectra refer to the IS
from which the contribution originates.118

The binding energies εi of the IS are related to the positions
Ekin of the peak maxima by energy conservation, εi =
Ekin + ξ − 2h̄ω, where ξ denotes the ionization energy.119

The dependence of the binding energies on photon energy
(the peak dispersions) is displayed in Fig. 7. In contrast to
surface-state peaks that reside at an essentially fixed IS energy,
peaks derived from bulk states usually disperse with photon
energy. This is due to the dispersion of the band energy of the
IS with Bloch momentum k⊥ perpendicular to the surface. A
particular feature of 2PPE are peaks that show a dispersion of

the kinetic energy with h̄ω, which indicates the presence of a
nondispersing IMS at the energy εm = Ekin + ξ − h̄ω. Such an
IMS couples to varying IS with binding energies that disperse
downward with a slope of −1. Peaks that meet this condition
and some candidates for constant IMS are highlighted in
Fig. 7.

The assignment of the spectral peaks to IS and to the
associated transitions to IMS is shown in Figs. 8 and 9.
The figures contain the occupied and unoccupied parts of the
bulk band structure and surface resonances at the k‖ points
relevant for normal emission. Bulk states, i.e., the valence and
conduction band states, have been identified with occupied
and unoccupied states from the slab calculation in the way
described in Ref. 100. The surface features are discussed in
Appendix A.

In the following two subsections we discuss the origin and
photon energy dependence of the individual peaks observed in
the calculated spectra and compare to the experimental peaks
and assignments. The identification of IMS will be addressed
in Sec. IV.

B. Discussion of the theoretical spectra (initial states)

The following discussion is based on the decomposition
of the single-domain spectra into IS contributions in Figs. 5
and 6.

(1) The prevailing feature in the s-polarized spectra is the
broad (double) peak S-S ′ which is due to emission from the
dangling-bond resonances Dup, D′

up, and the 2′ bulk band
(see Fig. 8). For most h̄ω, the structure is preferably fitted
by a double-peak ansatz. The intensity increases up to h̄ω ≈
4.20–4.35 eV. Above this point, the peak as a whole disperses
downward. In p-polarized light, the peak resides at higher
kinetic energies, the intensity maximum is reached somewhat
later, and the downward dispersion of S ′ sets in later. In contrast
to s-polarized light, the upper component S disperses upward
again above h̄ω = 4.5 eV.

(2) The additional main peak component B in p-polarized
light has its origin in the upper parts of the 5 band (see Fig. 8).
It resides at about the same kinetic energies as S. The intensity
of B is comparable to S-S ′ and the trends with photon energy
observed for S-S ′ hold similarly for B. This seems plausible
since, in the vicinity of 
, the IS bands 5 and 2′ are close
in energy and the same unoccupied bands are involved in the
emission process for both peaks (see Sec. IV B).

(3) Peak K occurs only in pY -polarized light. It is due to
emission from the nearly flat “−” band of B2 symmetry along
�-L (Fig. 8), and accordingly, it shows only little dispersion.
The intensity assumes a broad maximum at h̄ω ≈ 4.4 eV. Peak
K is the only peak that is clearly visible beside the main
peak. All other structures in the theoretical spectra have to be
magnified in order to be of comparable intensity.

(4) The structure I -I ′ is excited only in sX- but not in
sY -polarized light. It arises from the flat A1-symmetric band
along �′-L′ at binding energies εi ≈ −1.2 eV (see Fig. 9).
The intensity steadily increases with photon energy. In pX-
polarized light, it reduces to one fourth as is expected if no
additional IMS become available. Altogether, there are four
degenerate flat bands along �-L and �′-L′, two of which give
rise to spectral features (K and I ).
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FIG. 4. Experimental 2PPE normal-emission spectra for a two-domain Si(001) surface. Left panel: Spectra by Shudo and Munakata,
reproduced from Fig. 1 of Ref. 89. Right panel: Spectra by Kentsch et al., reproduced from Fig. 3 of Ref. 90. The photoemission geometry is
the same as in the calculated spectra. For the spectra in the left panel, p-polarized light has been used; the spectra in the right panel are for s-
and p-polarized light (dashed and solid lines, respectively). When comparing to experiment, one has to keep in mind that the background of
inelastically scattered electrons is absent in the theoretical spectra.

(5) Contrary to I , the structure J is present mainly in sY -
but virtually not in sX-polarized light. At h̄ω ≈ 4.35 eV, the
substructures D and H appear. J can be ascribed to the top
region of the “+” band of A1 symmetry along �-L (Fig. 8),
while D and H issue from the dispersing part of this band. The
emission from the corresponding “+” band of B1 symmetry
is negligible in contrast. The peak positions are approximately
fixed at binding energies εi ≈ −1.35,−1.7,and−2.55 eV,
respectively. The intensity shows a moderate increase with
h̄ω. In p-polarized light, J appears for all photon energies
with maximum intensity at h̄ω ≈ 4.35 eV.

(6) The feature E in p-polarized light originates from the
dispersing parts of 5 (see Fig. 8). The emission becomes
appreciable only at the highest h̄ω where E exhibits a
downward dispersion with a slope of ≈ −1 (as would be
characteristic for a constant IMS; see Fig. 7).

(7) Finally, M enters the s-polarized spectrum at
h̄ω ≈ 4.25 eV as the only noticeable emission from below
εi = −3 eV. The intensity is stronger in sX- than in
sY -polarized light and it doubles in p-polarized light. M

arises from the 2× backfolded bulk band of A1 symmetry
(right panel of Fig. 9). The structure M ′ in p-polarized light
is due to the corresponding occupied bands of symmetries
B1 and B2. The same conduction bands as for M take part

in the emission process for M ′; only the electrical field
components (in or normal to the surface plane) exchange their
roles.

C. Comparison to experiment

In the lower range of photon energies we assign the
two main features in the spectra of Shudo and Munakata,89

denoted by A and B (see Fig. 4), to the two broad peaks
of the computed p-polarized spectra, decomposed into S-
S ′-B and K-I -J , respectively. In agreement with theory, the
experimental structure B is mainly present in p-polarized light
(see Ref. 89). The resonance of A found in experiment at
h̄ω = 3.95 eV has been interpreted by Schattke et al. in Ref. 87
as a double resonant vertical bulk band transition occurring at a
certain value of the Bloch momentum k⊥. It has been remarked
by the authors that the resonance energy can be brought
into agreement with experiment if the band gap correction
is adjusted to 0.3 eV (the value of k⊥ shifts with varying band
gap). As we apply a scissor operator of 0.6 eV, the exact
matching conditions (h̄ω)res := εf (k⊥) − εm(k⊥) = εm(k⊥) −
εi(k⊥) for the bulk band transitions 2′ ,5 → 5 → 2′

occur at (h̄ω)res = 4.1–4.2 eV. Moreover, in order to resolve
the narrow resonance, a lower value of the optical potential
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slope of −1 characterize peak dispersions that would fit an IMS,
i.e., would be consistent with transitions via a constant IMS at the
specified energy. The dash-dotted lines represent the positions of
surface resonances (S1, S ′

1) that could be of importance in the emission
process; see Sec. IV and Appendix A.

acting on the IMS as the one applied here [Im(vopt) ≈ 0.5 eV]
would be required. Accordingly, in p-polarized light, we
observe only a very broad maximum at higher photon energies
around h̄ω ≈ 4.35 eV (Fig. 3); see the description in Sec. IV B.

The following refers to the upper range of photon energies
above h̄ω = 4.5 eV and the spectra of Kentsch et al.90

Table III gives an overview of the experimental and theoretical
peak data.

The most intense peak aggregation in the spectra of Kentsch
et al.90 that comprises the peaks G, H , I , and J (the
continuation of A of Ref. 89; see Fig. 4) falls into the same
energy range as the theoretical peak complex that consists of
the peaks S, S ′, and B in s- or p-polarized light. Since, after
convolution, the resolution of the calculated spectra is less
fine than in experiment, the fine structure of the experimental
peaks cannot be reproduced well. Based on the s-polarized
spectra, we identify our peak S ′ with the experimental peak
H . A similar downward dispersion of the IS energies along
2′ with h̄ω as in experiment is observed.

The main polarization effect in the spectra of Kentsch et al.
seems to be the appearance of peaks I and J in p-polarized
light. Energetically, these peaks correspond approximately to
peak B and to the position of S in p-polarized light. Also
the assignment to IS bands proposed by Kentsch et al. agrees
with our ascription. The relative contribution of 5 to the
p-polarized spectra is more pronounced in theory (peak B)
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than in experiment (peak I ) but it may be that part of the
emission from 5 contributes to H in experiment. The role of
the IMS in the polarization effect is discussed in Sec. IV B.
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TABLE III. Comparison of the peaks in the experimental spectra
by Kentsch et al. (Ref. 90) (left part) to the structures in the calculated
spectra (right part) for photon energies h̄ω � 4.5 eV. The binding
energies εi refer to h̄ω = 4.62 eV. For theoretical peaks that are
present in both s- and p-polarized light (s + p), the values refer to
the p-polarized spectra. The assignment to IS is given in addition
(“+” and “−” denote bulk bands according to Fig. 8). The values
ᾱ denote the approximate slope of the kinetic energies of the peak
positions in the experimental spectra with respect to photon energy
h̄ω. Values that refer to the experimental spectra are taken from
Tables III and IV in Ref. 90.

Peak Pol. εi (eV) IS ᾱ Peak Pol. εi (eV) IS

J p −0.20 Dup 2.0 S p −0.31 Dup

I p −0.48 5 1.8 B p −0.40 5

H s + p −0.74 2′ 1.4 S ′ s + p −0.68 2′

G s + p −1.01 1.1 I s(p) −1.09 �′L′(A1)
F p −1.48 − 1.7 K p −1.14 −(B2)
E′ s −1.75 0.5 J s + p −1.41 +(A1)
E p −1.84 + 1.1 D s + p −1.71 +(A1)
D s −2.16 1.3
C s −2.48 1.1 H s −2.50 +(A1)

E p −2.35 5

B s + p −3.14 1.1 M,M ′ s + p −2.95 “m”
A s + p −3.35 0.8 −3.08

The low-energy shoulder G in the experimental spectra
is not reproduced by our theory. Based on the slope ᾱ ≈ 1
and the energetic position, the assignment of G to the local
band minimum 
15 has been suggested by Kentsch et al.
This explanation, which assumes that G is due to an IMS
populated indirectly by inelastic scattering, is compatible with
the absence in the theoretical spectra.

The group of experimental peaks E, F , and E′, i.e., the peak
aggregate around 2 eV kinetic energy, should be compared
to the structures I , K , and J -D in theory. It seems most
likely that the peaks in this energy range (−2 eV < εi <

−1 eV) essentially originate from the backfolded bands along
�-L (and the corresponding line �′-L′; see Figs. 8 and 9).
Generally, the intensity of this group relative to the main peak
complex is distinctly larger in the spectra by Kentsch et al.
than in theory. An exception is the theoretical peak K . We
therefore start by assuming the correspondence of K to the
experimental peak F . Although F appears lower in energy
than K by 300–350 meV, the position at the high-energy end
of the peak aggregation, the polarization dependence, and a
slope not far from ᾱ = 2 make the assignment likely.

For the structure I in theory we have not found any
corresponding peak in the experimental spectra. This may be
due to the particular p(2 × 2) reconstruction that is required
for I . Other possible explanations are that I is either part of
the low-energy side of the main peak complex or that I is
lower in energy similar to the shift proposed for K , i.e., at
about the same position as F , and in the high-energy side of
the experimental peak E′. An overall shift of 350 meV would
bring the position of the theoretical group of peaks (K , I , and
J -D) into better agreement with experiment.

It is likely that the experimental peak E in p-polarized light
is related to the theoretical peaks J and D. The assignment of E
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by Kentsch et al. to the IS “+” band agrees with our assignment
of J and D. E′ could correspond to J -D in s-polarized light
where it rests on nonresonant transitions via a virtual IMS; see
the discussion in Appendix B. Another aspect is that there is
evidence99 for a more prominent role of the surface resonance
denoted by S1; see Appendix A. It is possible that the direct
or indirect excitation of S1 is actually stronger than in our
calculations which could enhance the theoretical peaks in both
s- and p-polarized light.

Peaks C and D in the experimental spectra occur only in
s-polarized light but D is hardly visible for h̄ω � 4.75 eV.90

In view of the polarization dependence, it is possible that C

may be assigned to H in theory.
The structure E in the calculated spectra, which originates

from 5, resides at kinetic energies where no peaks are
observed in the experimental p-polarized spectra. Only via
relaxation toward the conduction band minimum could it come
closer to the experimental peak B. The small peaks A and B

in experiment appear in the same energy range of binding
energies below εi = 3 eV as the faint structures M and M ′
in theory that require a (2 × 2)-reconstructed surface. The
experimentally observed slopes of ᾱ ≈ 1 suggest that here
also an indirectly excited IMS is involved. This could be the
D′

down resonance (see Fig. 9).
The experimental intensities for some of the weaker

structures are stronger than in theory if the above assignments
are taken as a basis. Scattering experienced in the excited
state is likely to affect the peak positions and intensities. Due
to the optical potential, a considerable part of the excitation
is lost in the calculation. The strong scattering is confirmed
by the considerable background of secondary electrons in the
experimental spectra. The indirect excitation of IMS, that is,
population via scattering, could be of importance,114 which
is supported by the fact that several of the experimental
peaks show dispersions close to ᾱ ≈ 1 that are not likely to
result from IS dispersions. Another uncertainty concerns the
screening of the external field that is not accounted for in the
calculated spectra. Local field effects may lead to considerable
changes in the photoemission intensities. Altogether, this
indicates that a complete description of 2PPE spectra will
require a more realistic inclusion of many-particle effects
during excitation.

IV. INTERMEDIATE STATES

A. General considerations

In the present section, the spectra will be analyzed with
regard to the IMS that are involved in the photoemission
process. The analysis is based on the perturbation expansion120

Eq. (4). The wave functions of the intermediate states with
energies below the vacuum threshold are obtained as bound
Kohn-Sham eigenstates of the slab. They are unoccupied in the
ground state. The LDA eigenenergies are modified according
to εLDA

m → εLDA
m + ε to account for the band gap correction

ε. Furthermore, a finite imaginary part of the self-energy,
−iηm, is assumed.

The final states are eigenstates of Ĥ0 that represent scat-
tering states at a given kinetic energy with proper asymptotic
behavior, i.e., time-reversed LEED states. Simulations of a

LEED-type electron scattering experiment in the time domain
have been performed, in which the time evolution of a Gaussian
wave packet is calculated that is initially incident along the
surface normal. These simulations employ absorbing boundary
conditions as in the photoemission simulations. The wave
packet is initially localized between the crystal surface and
the absorbing layer. Its center is located at a separation of
35a0 from the crystal surface and of 15a0 from the onset of
the absorbing potential. Its width amounts to 4a0. The wave
number is centered around k0 = 0.38–0.61 a.u. corresponding
to a kinetic energy of k2

0/2 = 2.0–5.0 eV. The wave packet
impinges onto the surface, where it is scattered. Part of
the wave packet is reflected into the different directions
determined by the reciprocal lattice of the surface. The other
part is absorbed by the optical potential in the bulk which
accounts for inelastic scattering within the crystal. Finally,
also the reflected part is absorbed at the boundary, and the
wave function becomes approximately zero again within the
supercell after some femtoseconds. By Fourier transform to
the frequency domain, one obtains wave functions that, within
a subcell region, coincide with scattering eigenstates of the
slab. The subcell is sufficiently large to contain the region
where the wave functions of the bound states (IMS) essentially
differ from zero. Hence the matrix elements between the IMS
and the FS (as constructed from the LEED states) can be
calculated.

According to Eq. (4), the 2PPE photocurrent from a fixed
IS |i〉 in general originates from the coherent superposition of
contributions of different IMS. In the simplest case, there is
only one IMS |m〉 that couples significantly to the IS under
consideration, while the other matrix elements Mmi = 〈m|Ô|i〉
are negligible. In this case the contribution from |i〉 simplifies
to

R2jR(ε)

v
∝

∣∣∣∣ 〈f (ε)|Ô|m〉〈m|Ô|i〉
εi − εm + ω + iηm

∣∣∣∣
2

, with ε = εi + 2ω.

(6)

Note that quasielastic scattering events—due to the coupling
to phonons, scattering via defects, or the decay of the created
photohole, etc.—that are frequently described phenomeno-
logically by a so-called “pure dephasing” rate in the initial
and intermediate state are not included here. Our Eq. (6)
corresponds to Eq. (A11) in the paper by Wolf et al.114 and to
Eq. (14) in Ueba and Gumhalter83 in the limit of vanishing pure
dephasing in the final state (i.e., 
∗

f = 0 beside 
∗
i = 
∗

m = 0).

If the matrix element Mfm(ω) = 〈f (εi + 2ω)|Ô|m〉 that
describes the coupling of the IMS to the FS is assumed to
be independent of the energy of the FS, then Eq. (6) yields
a Lorentzian curve for the photon energy dependence of the
photoemission intensity from the single fixed IS |i〉. This is
shown schematically in Fig. 10. The energy εm and optical
potential (i.e., the imaginary part of the self-energy) ηm in the
IMS determine the position and width of the resonance.

However, the significance of final-state effects is well
known from the theory of 1PPE; see, e.g., Ref. 117. In
the context of 2PPE, this enters as “1PPE from the IMS,”
where the FS and therewith the matrix element Mfm(ω) for
the second transition will in general show some variation
with photon energy. If, in first order, a linear dependence
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FIG. 10. (Color online) Resonance curve Eq. (6). The solid (blue)
curve in the right panel shows the emission intensity [here defined
as the left-hand side of Eq. (6)] from a constant IS (with energy
εi) if there is only one IMS available (with energy εm), and if
the matrix elements with the FS (with energies εf ) are approx-
imately constant. The associated energies and transitions around
the resonance condition h̄ω = εm − εi for the first transition are
indicated in the energy diagram to the left. The energy and inverse
inelastic lifetime of the IMS, εm and 2ηm, can be read off from
the position and width of the intensity distribution. An ω-dependent
matrix element Mfm(ω) can distort the resonance curve as indicated
by the dashed (orange) line.

Mfm(ω) = αω + β (with complex numbers α and β) is
assumed, the resonance curve of Fig. 10 is modified in a way
indicated by the dashed curve, that is, alongside with a slight
asymmetry, this final-state effect should mainly lead to a shift
of the resonance position. This will further be illustrated in
Sec. IV B on the basis of the calculated Si(001) 2PPE spectra.

What can be said about the assumption of a single relevant
IMS that leads to the considerable simplification in Eq. (6)? As
has been pointed out by Schattke et al.,87 if the transition from
the IS to the IMS takes place in the bulk, it obeys a selection
rule with respect to the Bloch momentum k⊥ perpendicular
to the surface; that is, it corresponds to a vertical transition in
the bulk band structure. Based on this assumption and using
the known occupied band structure, mapping of an unoccupied
copper bulk band by angle-resolved 2PPE has been reported
recently.88 In the optimum case, spectroscopy of a constant
IS at k may reveal the unoccupied states at k as successive
resonances in 2PPE if they are sufficiently separated with
respect to their energy. This is facilitated by adjusting the
polarization of the light so as to keep the symmetry selection
rules as restrictive as possible. Otherwise, IMS of different
symmetries but close in energy may interfere.

Furthermore, bulk states at the same energy but with
different k⊥ may be scattered into one another at the surface,
where k⊥ is not sharply defined any longer. For reconstructed
surfaces, the hybridization of energetically degenerate states
with k‖ that differ by reciprocal lattice vectors of the sur-
face further complicates the situation. Surface resonances—
occupied as well as unoccupied—tend to be dipole coupled to
different states relatively close in energy. Thus, the presence of

the surface in general furthers interference of excitation paths
via different IMS which corresponds to the more complicated
expression of Eq. (4) with several IMS retained.121 On the
other hand, an “irregular” behavior observed in 2PPE spectra
due to such interference effects may give a hint of the presence
of a surface-induced feature. This is illustrated by the recent
description of a Fano-type resonance by Eickhoff et al.98

in 2PPE spectra from Si(001) that occurs between the Dup

state and the lowest IPS where both states hybridize with the
continuum of bulk bands.

B. Role of intermediate states in the origin of the main
peaks of the Si(001) 2PPE spectra

In this section the role of the unoccupied states as IMS in
the origin of the main peaks S-S ′, B, and K (see Sec. III B)
is investigated. This is done in the light of the general
considerations of the preceding subsection. The less intense
structures are discussed in Appendix B. The energies εi and εm

of the IS and IMS associated with the identified transitions are
compiled in Table V and the energy differences ε = εm − εi

are compared to the positions (h̄ω)max of maximum intensity.
(1) In s-polarized light the IMS for S-S ′ are states from

the 5 conduction band. For each of the single discrete IS
belonging to 2′ ,122 one single vertical transition to the IMS
selected from 5 by conservation of k⊥ prevails, and the
single-state emission intensity curves have the resonance shape
of Fig. 10. Accordingly, S-S ′ should be considered as a peak
that essentially rests on the bulk transition 2′ → 5. This
is in agreement with the observed insensitivity of this peak
to oxygen adsorption in Ref. 90 and to the assignment in
Ref. 87. According to the k⊥ dispersion of the two bands in
the transition 2′ → 5, the single-state curves pass through
resonance at successive (h̄ω)max. However, there is a FS effect
of the type displayed in Fig. 10 that produces an upward shift of
all resonance positions so that the onset of significant emission
occurs at higher h̄ω than is expected from the minimum band
distance of (ε)min ≈ 3.25 eV at 
. Furthermore, instead
of reflecting the true dispersion of the IMS band 5, the
peak dispersion takes the appearance of a constant IMS at
εm ≈ 3.9 eV (straight line in Fig. 7). This example shows that
some care has to be taken when deriving energies of IMS from
peak dispersions in 2PPE spectra; see the remarks in Ref. 123
on this point.

In p-polarized light at higher h̄ω, the unoccupied 2′ band
becomes available as an additional IMS band whereby the
matrix elements are of comparable magnitude. We note that in
the absence of any modifying FS effect, one should observe
two successive resonances for each IS in p-polarized light
according to the transitions 2′ → 5 and 2′ → 2′ . Due to
the upward shift of the lower resonance and the relatively broad
width of the resonances, there is a range of h̄ω in which the two
contributions overlap. For the lower part of 2′ (peak S ′) the
two resonances are not resolvable in the computed spectra, and
only the intensity maximum is slightly shifted toward higher
h̄ω in p-polarized light. In contrast, for Dup and the upmost
part of 2′ , the upper resonance is observed separately from
the lower one, which is reflected in the final upward dispersion
of peak S in p-polarized light.
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(2) The same unoccupied bands, 5 and 2′ , serve as IMS
for the 5 valence band, i.e., the peak component B in the
p-polarized spectra. Since the matrix elements are roughly of
the same magnitude, the overall appearances of B and S-S ′ are
rather similar. However, B resides at slightly higher kinetic
energies, which accounts for the major part of the observed
polarization effect. Corresponding to S, i.e., to Dup, there is
a tendency in B to form a high-energy shoulder according to
the transition 5 → 2′ for h̄ω � 4.5 eV. This can be seen
in Fig. 6. The transition 5 → 1 plays only a minor role. It
is expected to be resonant below h̄ω = 3.85 eV, and there it
should become more prominent.

(3) The main excitation path for peak K involves the
unoccupied “+” (A1) bands. The lower of the two “+” con-
duction bands couples stronger and is energetically favorable.
In particular, IMS at εm ≈ 3.3 eV that are likely to represent
the upper band edge prevail in the emission process. The
maximum intensity of K at (h̄ω)max ≈ 4.2–4.5 eV corresponds
to an IMS energy of εm ≈ 3.1–3.4 eV. Note that since the IS
band is almost nondispersing, the IMS manifest themselves
only in form of a broad resonance in the h̄ω-dependent
intensity but do not appear as a characteristic dispersion over
a wider range of h̄ω.

V. SUMMARY AND OUTLOOK

A series of normal emission 2PPE spectra for the
Si(001)p(2 × 2) surface has been calculated by direct simula-
tion of the photoemission currents excited by a fs-laser pulse.
As the time-dependent wave functions inherently contain the
contributions to the photocurrent to, in principle, arbitrary
order, 2PPE spectra can easily be derived from the simulations.
In the present work, the effective potential has been kept
frozen to its ground-state value obtained within DFT-LDA.
Inelastic electron scattering events are only considered as a
loss mechanism in the intermediate and final states. The losses
are approximately accounted for by an optical potential.

The assignment of photoemission peaks to valence bands
is based on the decomposition of the spectra into initial-state
contributions at given polarization of the light and orientations
of the surface domains. An overall good agreement with the
experimental peak dispersions is obtained. In order to analyze
the excitation paths, i.e., to determine the intermediate states
involved in the 2PPE process, the dipole matrix elements with
both initial and final states have been evaluated. This allows
us to identify bulk transitions in the Si(001) spectra along the
lines of the general considerations in Ref. 87. The analysis
further shows that, in several instances, quantum mechanical
interference between different excitation paths and, moreover,
final-state effects have to be taken into account.

The deviations of the relative 2PPE peak intensities in
theory and experiment may partially be due to approximations
in the theory, e.g., the neglect of screening of the laser field
and the rough description of inelastic lifetimes by a constant
(state-independent) optical potential. The detailed comparison
of theoretical and experimental peaks further suggests that
indirect excitation of unoccupied states that become populated
via inelastic scattering may play a role. It would be feasible to
determine the screening response in a separate self-consistent
TDLDA calculation with the optical potential set to zero. The

screened excitation field can then be plugged into a subsequent
2PPE calculation. This procedure is, however, beyond the
scope of the present paper.

The time-dependent simulation approach goes beyond the
well-known expressions from the perturbation expansion for
2PPE in that it opens the opportunity for novel future research,
in particular the investigation of correlation effects on very
short time scales in time-dependent experiments.
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APPENDIX A: Si(001) SURFACE-PROJECTED
DENSITY OF STATES

In this Appendix we investigate the surface electronic
density of states of the Si(001)p(2 × 2) in the energy range
of the IMS. Figure 11 shows the surface projected density
of states (surface PDOS) that has been derived from the
Kohn-Sham band structure solely at 
̄. The eigenenergies
have been shifted by the band gap correction of 0.6 eV. As
opposed to the dangling-bond states Ddown and D′

down, the
surface-enhanced PDOS features S1, S ′

1, and S ′′
1 do not give

rise to pronounced surface states or resonances in the PDOS but
rather correspond to moderate surface enhancements. They are

FIG. 11. (Color online) Upper panel: Surface-projected density
of states at the 
̄ point for the Si(001)p(2 × 2) surface. Electronic
structure calculated for a slab with 36 layers. The curves correspond
to a sum over the projections of the symmetry-selected Kohn-Sham
wave functions onto the 3s and 3p orbitals of the Siup and Sidown

dimer atoms convoluted with a Gaussian of 140 meV width. For
comparison, the bulk DOS is shown. Left (right) panel: B1- (A1-)
symmetric states. The positions of the surface enhancements are
indicated. Table IV lists the approximate energetic positions and the
bulk bands with which hybridization occurs. Lower panel: Contour
surfaces for surface-enhanced eigenstates belonging to S1 and S ′

1. The
colors in the online version (red and blue) denote opposite phases of
the wave function.
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TABLE IV. Approximate energetic positions of the surface
resonances shown in Fig. 11 and bulk bands with which hybridization
occurs.

State Symmetry Energy εm (eV) Related bulk bands

Ddown A1 0.6
D′

down B1 1.35 “m”
S1 B1 2.8 +, �′L′ & “m”
S ′

1 B1 3.65 5

S ′′
1 B1 4.5 +, �′L′ & “m”

listed in Table IV. The orbital character in the topmost layers
can be read from the contour plots in the lower panel of Fig. 11.

S1, S ′
1, and S ′′

1 are of positive parity with respect to the mirror
plane containing the dimer atoms. A common feature is the
antibonding character of the back bonds between dimer and
second layer atoms. If both dimer atoms have nonvanishing
contributions to the wave function, then only in case of the B1-
symmetric states, where the wave function changes sign under
the C2 symmetry operation, is an antibonding character with
respect to the dimer atoms obtained. Based on the similarity
of the wave functions, we speculate that S1, S ′

1, and S ′′
1 may

be part of a very broad resonance with hybridization to several
bulk bands.

We further suggest that S1, centered at around εm ≈ 2.8 eV,
may be related to the resonance in 2PPE from the Dup state
at photon energies around h̄ω ≈ 3 eV reported by Fauster
et al.99 Based on the energetic position of the resonance and a
polarization analysis of the spectra, Fauster et al. have assigned
this resonance to an antibonding dimer-bond state, which
had been predicted by Pollmann et al. in electronic structure
calculations for a Si(001)(2 × 1) with buckled dimers using
a half-space geometry.124 From the energetic position of the
resonance, this state was located at εm ≈ 2.83 eV above VBM
in Ref. 99.

The resonance energy of ε ≈ 3.75 eV for the transition
Dup → S ′

1 would approximately match with the position of the
smaller resonance at h̄ω ≈ 3.8 eV in the spectra of Shudo and
Munakata in Ref. 89 (see Fig. 4). It may be that this transition
is visible in addition to the strong bulk band transition (see
Ref. 87 and Sec. IV B).

For completeness we note that there is also an enhancement
in the case of the A1-symmetric wave function around ε =
4.2 eV which, however, will not be considered further in view
of its small weight. Moreover, unoccupied states with A2

symmetry are not considered here since they do not contribute
to normal emission 2PPE according to the selection rules
(Table II).

APPENDIX B: INTERMEDIATE STATES IN THE Si(001)
2PPE SPECTRA (CONTINUED)

In this Appendix, the IMS that are relevant for the structures
in the theoretical spectra with intensities clearly smaller than
in the main peaks are discussed. We note that for most of these
structures, the comparatively weak intensity is mainly owed
to smaller matrix elements Mf m for the second transition to
the FS whereas the first transition from the IS can be of a
magnitude comparable to the main peak transitions. Thus, it

is a FS effect that suppresses the signal from conduction band
states that are strongly excited in the 2PPE process.

The following discussion is based on the spectra of Figs. 5
and 6; the numbers (4)–(7) refer to the enumeration of the
peaks in Sec. III B.

(4) For peak I -I ′ in the sX- (and pX-) polarized spectra,
the IMS belong to the two conduction bands of B1 symmetry
along �′-L′ and to the surface resonance S1, whereas the dipole
coupling of the IS (A1) band to either of the degenerate bands of
symmetries A1 and B2 is negligible. The steady rise of intensity
with h̄ω for I (see Fig. 5) is consistent with the upper band
as IMS, and the analysis indicates that the main contribution
comes from the band bottom at εm ≈ 3.8 eV. The extra peak
I ′ is mainly due to a transition to S1 and to the lower band in
the vicinity of the L point (see Fig. 9). More generally spoken,
the occurrence of a double peak at the lower h̄ω reflects the
existence of the two conduction bands. The maximum intensity
for the transition to the lower band including S1 is assumed
below h̄ω = 3.85 eV.

(5) The different transitions identified for J , D, and H

are displayed in Fig. 8, with the transitions that occur only in
p-polarized light grouped to the right. In s-polarized light, only
the transition + → − is of importance. Similar to peak I , the
energy difference εmin of more than 5 eV between the two
bands accounts for the steady increase of emission with h̄ω in
sY -polarized light. The identified IMS from the “−” band for
D and H are located at εm ≈ 4.15 eV and 4.5 eV, respectively,
so that one remains below the resonance condition for D and
far below for H (see Table V). However, below resonance,
one should expect that there is one peak that remains fixed
at the k⊥ position that corresponds to the minimum energy
distance εmin between the dispersing IS and IMS bands with
a continuously increasing intensity when h̄ω approaches εmin

from below. This is just the interpretation of peak J . Only after
the transition has first become resonant should the peak begin
to disperse. A little different from this, in the present case,
there seems to be an oscillatory emission from the “+” band
as a function of k⊥ with subpeaks at the nearly fixed positions
of D and H and valleys in between. The analysis indicates
that the simple picture in terms of one vertical bulk transition
+ → − is complicated by the presence of the surface. Surface
scattering leads to hybridizations between bulk states from the
“+” and 2′ valence bands as well as from the “−” and 5

conduction bands (see Fig. 8). Thus, the IS can be thought
of as a coherent superposition of two different bulk band
components. Accordingly, different IMS bands are excited
coherently and the two bulk excitation pathways are brought
to interference. For J , the contributions enter with nearly
opposite phase, which results in a considerable weakening
of the peak intensity. When k⊥ is varied, the interference
between the two bulk bands becomes alternately constructive
or destructive.

In p-polarized light, the unoccupied “+” bands of A1

symmetry, which are excited via the surface-normal field
component, prevail as IMS in the emission process for J and D.
As they tend to cancel the contributions from the unoccupied
“−” band, the appearance of J -D is quite similar in pX-
and pY -polarized light. Both “+” bands yield contributions of
comparable magnitude. The intensity maximum at (h̄ω)max ≈
4.6 eV lies between the single resonance positions of the two
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TABLE V. Transitions and associated energies for the features in the calculated 2PPE spectra. For each of the initial-state contributions
(shown in Figs. 5 and 6), the table lists the identified transitions (Figs. 8 and 9), the energies of the corresponding initial and intermediate states,
εi and εm, and the associated resonance energies, that is, the energy differences ε = εm − εi . This should be compared to the photon energies
h̄ωmax, at which the peaks reach maximum intensity. In the case of peaks that are present in both s- and p-polarized light, only the additional
transitions that are excited by the surface-normal field component are listed in the row for p polarization. The specified IS energies belong to
the respective photon energies h̄ωmax.

Polarization Transition IS energy IMS energy Energy Photon energy
Peak of light i → m εi (eV) εm (eV) difference (eV) h̄ωmax (eV)

SS ′
{

sX,sY

pX,pY

2′ →
{

5

2′
−0.6,−0.5

−0.5
3.6,3.5

4.7
4.2,4.0

5.2
4.4,4.25

4.55,4.35
B pX,pY 5 → 5 & 2′ −0.25 3.5 & 4.6 3.75 & 4.85 4.3–4.4

K pY −(B2) → +(A1) −1.15 2.7–3.3 3.85–4.45 4.2–4.5
I sX �′L′(A1) → �′L′(B1) −1.1 3.8–4.0 4.9–5.1 >4.75
I ′ sX �′L′ → �′L′ & S1 −1.0 2.5–2.8 & 2.8 3.5–3.8 & 3.8 <3.85

J

{
sY

p
+(A1) →

{ −(B2)
+,+(A1)

−1.35
≈−1.4

≈4.0
2.5–2.8 & 4.0

5.35
3.9–4.2 & 5.4

>4.65
4.2–4.5

D

{
sY

p
+(A1) →

{ −(B2)
+,+(A1)

−1.7
−1.7

≈4.15
2.6–2.8 & 4.0

5.85
4.3–4.5 & 5.7

⎫⎬
⎭ >4.75

H sY +(A1) → −(B2) −2.5 4.5 7.0 >4.75

E p 5 → 1 & 2′ <−2.4 1.4 & 2.7 >3.8 & 5.1 >4.75
M s,p m(A1) → m <−3.15 1.65 >4.8 >4.75
M ′ p m(B1,B2) → m ≈−3.0 1.4 4.4 4.60–4.75

bands, so that, in contrast to I -I ′, the energetic separation of
these two bands cannot be resolved in the theoretical spectra.

(6) The structure E arises from the transitions 5 →
1,2′ . The dispersion of E in the upper range of photon
energies would fit an IMS at εm ≈ 2.30–2.35 eV (straight
line in Fig. 7), whereby the intensity is still on the rise at
h̄ω = 4.75 eV. Here, the evaluation of the matrix elements
reveals that the IMS changes with increasing h̄ω from 1 to
2′ . In this case, the constant IMS position from the dispersion
of E only indicates the approximate position or energy range
of the actual IMS.

(7) The emission process for M and M ′ is dominated
by vertical transitions between the degenerate bulk bands

(right panel of Fig. 9). This transition is of comparable
strength for all three allowed symmetries, and only the stronger
coupling to the FS in case of the A1- and B1-symmetric
(as compared to the B2-symmetric states) is responsible
for the observed polarization effects. The photon energy
at which M and M ′ appear just above the vacuum level
coincides with the minimum band distance of ε ≈ 4.2 eV,
that is, with the onset of resonant emission between the
dispersing bands. Most of the B1-symmetric IMS exhibit a
considerable surface enhancement related to the D′

down state.
As this leaves their coupling to the IS bulk band rather
unaffected, M and M ′ are nevertheless dominated by bulk
transitions.
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60J. Güdde, M. Rohleder, T. Meier, S. W. Koch, and U. Höfer, Science
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116The term proportional to Â2 is omitted in the dipole approximation.

The gauging of the nonlocal potentials introduces further terms
(of the form V̂ A

nl − V̂ 0
nl) to the interaction operator that have been

neglected here.
117W. Schattke and M. A. van Hove (eds.), Solid-State Photoemission

and Related Methods. Theory and Experiment (Wiley-VCH,
Weinheim, 2003).

118Whenever the same IS structure is present in both single-domain
spectra (sX and sY or pX and pY ), the corresponding peak positions
may slightly differ and have to be redetermined in the averaged
two-domain spectra—this accounts for the minor variations of peak
positions in the respective spectra.

119The energies determined by this equation are consistent with the
energies of the IS known from the decomposition of the spectra
within the tolerance introduced by the finite energy width of the
laser pulse.

120The time-dependent Kohn-Sham wave functions carry information
on different excitations including the polarization of the system (of
first order with respect to the external field) and the losses due to
inelastic scattering in the excited states. To extract the contribution
of an unoccupied state to the 2PPE spectrum it is desirable to
make explicit use of the matrix elements with the final-state wave
functions.

121Note that in such a case, also the relative phases of the second
transition to the FS might vary with photon energy which may
give rise to a FS phase effect—in contrast to the FS effect of
Fig. 10 that rests solely on the strength of the transition.

122The states are discretized in the finite slab calculation and separated
by ≈200 meV in energy in the case of 2′ .

123Th. Fauster, in Solid-State Photoemission and Related Methods.
Theory and Experiment, edited by W. Schattke and M. A. van Hove
(Wiley-VCH, Weinheim, 2003), Chap. 8, p. 247.
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