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We study the spin dynamics in the presence of impurity and electron-electron (e-e) scattering in a
III-V semiconductor quantum well with arbitrary spin-orbit coupling (SOC) strength and symmetry at finite
temperature. We derive the coupled spin-charge dynamic equations in the presence of inelastic scattering and
provide a new formalism that describes the spin relaxation and dynamics in both the weak and the strong
SOC regimes in a unified way. In the weak SOC regime, as expected, our theory reproduces all previous
zero-temperature results, most of which have focused on impurity-scattering induced spin-charge dynamics.
In the regime where the strength of the Rashba and linear Dresselhaus SOC match, known as the SU(2)
symmetry point, experiments have observed the spin-helix mode with a large spin-lifetime whose unexplained
nonmonotonic temperature dependence peaks at around 75 K. As a key test of our theory, we are able to
naturally explain quantitatively this nonmonotonic dependence and show that it arises as a competition between
the Dyakonov-Perel mechanism, suppressed at the SU(2) point, and the Elliott-Yafet mechanism. In the strong
SOC regime, we show that our theory directly reproduces the only previous known analytical result at the
SU(2) symmetry point in the ballistic regime. It also explains, as we have shown previously, the rise of damped
oscillating dynamics when the electron scattering time is larger than half of the spin precession time due to the
SOC. Hence we provide a unified theory of the spin dynamics in two-dimensional electron gases in the full phase

diagram experimentally accessible.
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I. INTRODUCTION

The spin degree of freedom of electrons and the control
of its dynamics by electric means has played an increasingly
important role in condensed matter research and spintronics
device applications over the past decades. This electric
manipulation is achieved via the SOC, which has been a key
factor in new spintronic devices as well as the emergence of
new fields such as spin Hall effect,' spin Coulomb drag,*°
and topological insulators.”

These fast developing SOC-based fields highlight the need
to fully understand the basic spin-charge transport dynamics in
the full phase diagram experimentally accessible, both at zero
and finite temperature. The spin relaxation and dynamics in
the presence of weak SOC is a mature topic of research, and a
theoretical perturbative treatment on the SOC gives an accurate
description of the spin dynamics at zero temperature.”'> In
the opposite limit of strong SOC, defined as Q5,7 > 1, where
Qg is the spin precession frequency due to the SOCs and
T is the momentum scattering time, only a few theoretical
works!'3~1> were able to derive analytically the spin dynamics
at one specific point in the phase diagram; specifically when the
Rashba SOC strength is equal to the linear Dresselhaus SOC
strength, where a novel spin dynamic mode, the spin-helix
mode (SHM), with large spin lifetimes has been observed
experimentally.® A general spin-orbit gauge field, which
also respects the similar SU(2) symmetry, is discussed, and
the spin dynamics in arbitrary SOC strength of this pure
gauge field is able to be explored.'®!” One theory work was
able to analytically derive the spin-dynamics modes in the
arbitrary SOC at zero temperature and successfully explain
the different damped oscillatory modes observed in this strong
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SOC regime.18 However, until now, analytical theories of the
spin dynamics in two-dimensional electron gases (2DEGs)
have primarily focused on zero temperature.'®!’151° The
rich physics observed in the experiments as a function of
temperature, which depict the transition from the strong to
weak SOC and shows a peak of the spin lifetime of the SHE
mode at ~75 K, has remained unclear up to now.*’

Here, we develop a microscopic approach valid at finite
temperature and for any strength of SOC within the same
derived expression. To show the validity of our method, we
focus on the spin dynamics in the n-type III-V quantum well
that has been recently well studied experimentally.®?*->3 The
Fermi temperatures of these 2DEG are normally in the range
from 100 to 400 K, which satisfies the conditions €5 >> 12,
and €, > h/t. The width of the quantum well is normally
around 11 nm. Besides reproducing all known limits and
previously derived results at zero temperature,”!%!215:18 jt
succeeds dramatically in describing quantitatively the non-
monotonic behavior of the spin lifetime of the SHE mode as
shown in Fig. 1 in a wide temperature range. Previously, it was
speculated that this nonmonotonic behavior could be attributed
to the increase in importance of the cubic Dresselhaus SOC,
which decreases the SHM lifetime. However, a simple analysis
(see Sec. III A) shows that in the range from zero to 100 K this
term does not change significantly and, therefore, it fails to
account for this behavior. Our theory shows directly that this
nonmonotonic behavior arises from the competition between
the Dyakonov-Perel (DP) mechanism, suppressed at the SU(2)
point, and the Elliott-Yafet (EY) mechanism.

Our microscopic approach is based on the nonequilibrium
Green’s function formalism!%?* that, allows us to fully un-
derstand the temperature dependence of the spin relaxation in
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FIG. 1. (Color online) Spin lifetime of the dominant spin-helix
mode vs temperature, extracted from Ref. 20 (green stars). The blue
dash line is our theoretical result (see Sec. II1 C).

the presence of both disorder and electron-electron inelastic
scattering. The electron-electron interaction is shown to
dominate the momentum scattering time above a certain finite
temperature (35 K in the relevant experiments) and controls
the transition between strong and weak SOC regime.?® The
electron-electron scattering time in the 2DEG system has
been theoretically discussed previously® and, even though
it does not affect the charge transport due to net momentum
conservation of the system (see Appendix B), the spin current
and spin decay can be affected strongly by it, e.g., spin
Coulomb drag.*® By incorporating both spin independent
scattering and SOC scattering potential, both DP and EY
mechanisms are considered in the frame of the quantum kinetic
equation.

Our paper is organized as follows. In Sec. II, we introduce
the quantum kinetic equation (QKE) based on the nonequilib-
rium Green’s function formalism in the presence of the three
types of SOC present in III-V based 2DEG. Within Sec. IT A,
because we want to consider finite temperature, we evaluate the
contribution of the electron-electron interaction in the collision
integral of the QKE and show that it dominates the momentum
scattering time for temperatures above 35 K. In Sec. IIB,
we generalize the spin-charge kinetic equation from the zero
temperature limit'? to the finite temperature in the presence of
inelastic scattering. Within Sec. II C, we present our procedure
which allows us to have a theory valid in both the weak and the
strong SOC regime, with Egs. (36) and (37) being the pivotal
results that allows us to evaluate the full phase diagram of the
spin-charge dynamics.

In Sec. III, we focus on the temperature dependence of
lifetime of the dominant SHM near the SU(2) symmetry
point, where we show that the thermal average of the
SOCs strength is almost unchanged from O to 100 K. This
discards the increase of the cubic Dresselhaus strength as
source of the nonmonotonic behavior of the spin lifetime
as mentioned above.2 In this section, we evaluate the EY
mechanism and show quantitatively that the nonmonotonic
temperature dependence of the enhanced-lifetime of the SHM
is the result of the competition of the EY and DP spin
relaxation mechanism. Finally, in Sec. IV, we reproduce the
spin relaxation eigenmodes in the presence of the different
SOCs, which confirm that our method is also valid in the
strong SOC regime.
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II. THE QUANTUM KINETIC EQUATION FOR THE 2DEG
WITH THE GENERAL SOC

The nonequilibrium spin polarization can be described by
the nonequilibrium Green’s function formalism, also known as
Keldysh formalism.?* This formalism was used in the nonin-
teracting system with short range disorder and in the presence
of weak Rashba SOC!? or the equal magnitude of Rashba and
linear Dresselhaus SOCs with zero cubic Dresselhaus SOC.!>
However, when considering the temperature dependence of
the spin lifetime, we have to generalize this method to the
interacting system with a general SOCs. Here, we focus on the
2DEG in a quantum well such as GaAs/AlGaAs.520:21:26

In the n-doped GaAs/AlGaAs semiconductor heterostruc-
tures, the Hamiltonian takes the form

2
H =

+bk) -0, (1)
2m*
where b(k) is the effective magnetic field and contains three
types of SOCs, namely, the linear Rashba®’-?® SOC and the
linear and cubic Dresselhaus?® SOCs, which take the form

bR (k) = a(—ky,ky), 2)
b (k) = Bi(ky.k.), (3)
b3 (k) = —2B5 cos 20(—ky k), 4)

where kr is the Fermi wave vector. Here, we take 0 as the
angle between the wave vector k and the [110] direction which
we take to be the local x axis in our coordinates. The above
SOCs split the spin-degenerate bands and dominate the spin
dynamics in the 2DEG. The corresponding SOC Hamiltonian
takes the form

A

Hy, = Aikyoy + Mkyo, = byoy, + b0, (®)]

where Ay = o + B; — 2B3c0826, A, = B — a + 283 cos 26.
The retarded (advanced) Green’s function of the Hamiltonian
in Eq. (1) takes the form

(E —kK2/2m*)og + b(k) - &

GRA(E k) = .
(E.k) (E — k2/2m* +i8)* — b2,

(6)

The nonequilibrium state of the system can be described
by introducing the contour-ordering Green’s function in the
Keldysh space as

R K
GR(1,2) G (1,2)>’ o

G(1,2)=< 0 GA1L2)

where 1 and 2 stand for the condensed notation 1 = (x1,s;1,#1).
In the presence of these general SOCs, the kinetic part of
the quantum Boltzmann equation has the form'%-3

8,G* + 3(V,- VRG*) +ilb(k) - 0,G¥]
= —i[(ZRGK — G¥x?) — (GF=X - =XGY)],  ®)
where 1= (1 +6)/2, R=(x;+x2)/2, V =09H/dk,
[+--,---],and {---, ---} stand for commutation relation and
anticommutation relation, respectively, and %, £4, and X

are the retarded, advanced and Keldysh self-energy and the
corresponding Feynman diagrams are shown in Fig. 2. The
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FIG. 2. The two self-energies we consider in this work. The
double wiggle in the first diagram is the effective electron-electron
interaction in the random phase approximation (RPA). The dashed
line in the second diagram represents the impurity scattering.

self-energy of the electron-electron interaction have the more
complicated forms?'!

TRA) _ GK o pRA) 4 GRA) ; pK
ce i —_ £

9
E£=@R—QA)O(DR—DA)+QKODK, ()
where the symbol o denotes integration over all internal
energies and momenta, DR4-K) are the full dressed propagator
of Coulomb interaction®" and GR4-%) is the electron Green’s
function in the self-energy diagram Fig. 2 and its energy
and momentum are denoted as E’ and k', respectively. The
underline is to emphasize its difference to GX4-X)_ which is
the electron Green’s function out of the self-energy, i.e., the
bare self-energy. In the limit #; = #, and x; = x>, GX(t) = 1,
x| =x3) = 1 — 2i4(R,t), where A(R,t) = ¥ (R, (R.1) is
the electron density operator.

A. Collision integral of electron-electron interaction

For the DP mechanism, the spin relaxation rate is roughly
proportional to 22 7 for the uniform spin polarization, where
is the momentum scattering time calculated from the collision
integral. Normally, in the zero temperature, the electron
momentum scattering is fully due to impurity scattering.
The treatment of the collision integral contribution from the
impurity scattering has been well established.!®!> However,
for the spin dynamics at finite temperature, electron-phonon
and electron-electron interactions have to be considered in the
collision integral. In this section, by comparing the theoretical
calculation of the electron-electron scattering time to the total
momentum scattering time extracted from experimental data,?”
we will show that the momentum scattering in the n-doped
GaAs/AlGaAs quantum well with 400-K Fermi temperature
is dominated by the electron-electron interaction in the
temperature range from 30 to 150 K. In the lower temperature,
the impurity potential will contribute the most momentum
scattering. Therefore the electron-phonon interaction can be
neglected when temperature is below 150 K. Here, we also
want to emphasize that a big difference between the charge
and spin dynamics is that the electron-electron scattering time
Te. Will affect the spin diffusion constant Dy but not affect
the charge diffusion constant D.. This conclusion has been
experimentally confirmed as the evidence of spin Coulomb
drag in the GaAs/AlGaAs quantum well.®

Now, let us focus on the electron-electron interaction in the
collision integral that may not be as familiar to the readers
and which, as shown below, can dominate the electron’s
momentum relaxation time at finite temperatures, even if it
has no direct effect on the total momentum of the system. The
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first electron-electron scattering term has the form
rXG* - GF 2
=(G" o (D* = DY +(G* - GY o D)G*.  (10)

The Keldysh Green’s function can be written as GX = G§ +
8G*¥, where GX (8G¥) is the Keldysh Green’s function of the
equilibrium (nonequilibrium) part. The terms containing the
first order of 8GX and 8G* in Eq. (10) have the form

[GX o (DR — D*) + (G® — G*) o D¥]6G*

+8GE o (DR — DMGE

= L 5GK +5GX o (DF — DMGK (11)
TCC
where3!
1
— =[Gf o (D = D" +(G" - G") 0 D¥]
TCC

dE' d*k'
_ f e (D" = DG - G

tanh (£ ) + coth [ =2 (12)
X an CO ,
2%, T 2%, T

with w = E — E’. Similarly, the nonequilibrium collision
integral in the second parentheses on the right-hand side of
Eq. (8) can be written up to the first order of §GX as

GRsxK —5xKG4 =5GK o DX(GR - GY.  (13)

Substituting Eq. (11)—(13) into the right-hand side of Eq. (8),
the nonequilibrium electron-electron collision integral has the
form

1(8G® ,6G") = L.(8G¥) + 1..(8G5), (14)
where

1.(8G*) = [GK o (D® — D*) + (G — G*) o D¥]6G*

1
=i—38GK, (15)

Tee

and
1,.(8G*) = 6G¥ o [(D® — DMHGE + DX(G® — G)]
=8GK o (DR — DMGR - GY)

tanh [ -2 th | —2 16
X[an <2ka>+€° (2ka)]‘ (16)

We note that /., has a similar integrand as the one used in
calculating the momentum scattering time of electron-electron
interaction shown in Eq. (12).

Unlike the case of only considering impurity scattering,
at finite temperature, the collision integral contains inelastic
electron-electron scatterings that scatter the electron to differ-
ent energy states and make the collision integral of the right-
hand side of QKE Eq. (8) more complicated. Therefore we
first give a brief discussion of the electron-electron interaction
in the 2DEG. The Fermi energy is assume to be 400 K at
which the persistent spin helix mode is measured.”’ In the
experiments, the spin splitting energy A, is much smaller
than the Fermi energy e; = 400 K, say Ay /er < 1,0 and
therefore the screening of the Coulomb interaction in this SOC

10,15
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system 1is treated to be the same as in the non-SOC system.
The inverse screening length in the 2DEG has the form?’
_ 27e* Ny

Kd , 17
€0

where N is the density of states at the Fermi surface, e
is the electron charge, and € is the dielectric constant in
the vacuum. For the GaAs/AlGaAs, Ny = ;’iz, where m* =
0.065 my is the effective mass of the electron in the quantum
well and my is the mass of electron in the vacuum.?? In this
case, kg ~ 3.08 x 108 cm~!, which is much larger than the
Fermi wavelength kp = /2mng = 2.24 x 10° cm™!, where
no = 8 x 10'em™2 is the density of electrons.?’ Therefore
the Coulomb interaction is strongly screened in the 2DEG
considered in the experiments and we can treat the electron-
electron interaction as angle independent scattering. On the
other hand, the peak of the enhanced lifetime of the SHM
happens around 75 K, which is much smaller than the Fermi
temperature 400 K.?° The nonequilibrium electrons distribute
around the Fermi surface within the energy range of k3T,
where kp is the Boltzmann constant and 7 here is the system
temperature without confusing it with the time variant 7" in
Eq. (8). Therefore the nonequilibrium electrons around the
turning point 75 K is in the regime €r > kgT > |ex — €|,
where €p is the Fermi energy and ¢ is the electron energy
with momentum k. The electron-electron scattering time in
this regime is estimated theoretically as>

2
Lzﬂ(lﬂ> InSE (18)
Tee 8n €r k BT
It is noted that the electron-electron scattering time in Eq. (18)
is independent on the energy of the electrons and there is
only one parameter, €y, that we need to obtain from the
experimental data to estimate the electron-electron scattering
time. In Fig. 3, we compare the momentum scattering
time extracted from the experimental data in Supplementary
Material in Ref. 20 with the theoretically estimate based on
Eq. (18). They match very well when the temperature is above
30 K. The mismatch below 30 K is because the nonequilibrium
electrons excited by the optical field are beyond the energy
range of kg T around the Fermi surface in the case of 7 < 30K,
and Eq. (18) fails in this temperature regime. However, in a
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FIG. 3. (Color online) T vs T. The blue stars are the momentum
scattering times extracted from of D; vs T in Supplementary Material
in Ref. 20 by using the relation T = 2D, /v%, where vy = PZ—L is the
Fermi velocity and is estimated to be 4.32 x 10° m/s. The red line is
the theoretical estimate of 7.. based on the theory of the Ref. 25.
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wide temperature regime, from 30 to 150 K, Fig. 3 indicates
that the momentum scattering time felt by the spin relaxation
is dominated by the electron-electron scattering time, which
is consistent with the spin Coulomb drag*> observed in
the Ref. 6. Therefore, in the following discussion at finite
T > 30 K, we can safely neglect the impurity scattering in
our theory even though it can be trivially incorporated when
extending the results to lower temperatures.

B. Thermal average quantum Kinetic equation

In the equilibrium state, the Keldysh Green’s function
satisfies™

A N A E —¢ F
G§(E k) = (G® — G*) tanh : 19
o (E.k) = ( ) tan T 19
When the quasiparticle approximation is valid, the Keldysh
Green’s function in the E — k space is still a peak even in the
nonequilibrium state and has the form

GX(E,k;T,R) = —27mi8(E — €)h, (20)
where A(k,R,T) is the distribution function, defined as

R * dE .
hwkn=—/ 9L oK (B kT R)

oo 2T
= h.oo + hyo, + hyoy + h;0.. 21

In the linear response limit, the nonequilibrium distribution
function takes the form

JG)

h(k,R,T) = —Tg(Q,R,T), (22)
0

where f is the Fermi distribution function, N is the density
of state, 0 is the angle between k and the x axis, and

gwwzw3/%ﬁﬁwRJ> (23)

is the thermal average distribution function. We also introduce
the density operator

dE d’k

— —GN(EkT.R)

2 (2m)?

d’k .

= [ —=hk,R,T)

@2n)?

do N
=/—/Noh(k,R,T)dek

2

do

= / —8,R,T). 24)
2

A(R,T) =i/

Multiplying by —9’—7‘; and integrating over €; and E on both
sides of Eq. (8), the left-hand side takes the form

1= _ o
a,g+VR-{-V,g}+i[b-a,g]+—g, (25)
2 Tee

where
§=f<ﬂmem=v@w
(26)
5 / — Flenblk)de, = BKK3,0),
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and the right-hand side takes the form
dE
— | Nodep—1
/ 0SSk i —ee

dE dE' d*k
=— | Nodej— — sGX(DR — D*YGR - G4
/ e o a2 X )

tanh E + coth @
X an CO
2kgT 2kgT

dE' d’k' dE
= —/ — 8§GX x / — Nydex (DR — D*)
2 (2m)? 2

x(GR—GA)[< E >+coth( @ >]
2sT 2%sT

~ p(R,T) x E Q7

ree

Therefore the kinetic equation in Eq. (8) is converted to the
equation of the thermal average distribution g(6, R,T) and the
density function (R, T), which takes the form
1= — g O6(R, T
0,8+ V- {Ev,g} vilh-a.g1+ S = PED g

TCC tee

Equation (28) gives the coupled kinetic equation of the thermal
average distribution function ¢ and the density matrix p(R,T).
However, the spin-charge dynamic equation normally is the
equation of the density p. Therefore it is necessary to convert
Eq. (28) to an equation only containing g. This is not easily
done in the presence of SOCs. Mishchenko et al.'” treated
the gradient term VGX | as a perturbation and developed a
self-consistent method to derive the diffusion equation to any
order of Vg in principle. However, this method is restricted
to the Rashba SOC and becomes harder when calculating the
higher order gradient terms or considering the linear and cubic
Dresselhaus SOC.

Bernevig et al.'> pointed out that in the ballistic regime
gl > 1, where ¢ is the spin-charge wavelength and [/ is the
mean-free path, we have to consider the higher-order gradient
terms VGX. This means that in the ballistic regime, the
spin-charge dynamic equation is not dominated by the second
order of the spacial differential operators V2 but one needs to
consider the infinite summation over the gradient expansion.
However, this can only be done for the very special case when
o = B and B3 = 0.1 For a generic SOC, it is a daunting task
to evaluate the infinite summation. Therefore in this work,
we abandon the idea of the gradient expansion of VGX and
provide a different way to obtain the spin-charge dynamic
equation for the general SOCs.

C. Spin-charge density dynamic equation valid in both
weak and strong SOC regimes

The thermal average distribution function and density
matrix can be generally written as

% = 8c00 + 8x0x + 8,0y + 8207, 29)
P = P00 + pxOx + Py0Oy + 0:0;.

The third term on the left-hand side of Eq. (28) has the form
[Exo'x + E_vo—yag] = 2i((5xgy - Eygx)oz - Exgzo}’ + Eygzax)~
(30)
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This couples the different spin components and generates spin
precession. The second term on the left-hand side of Eq. (28)
contains the SOC velocity operators 9y, = d Hy, /0 that gives

{A10y 0y + A20,0y,8}
= ()‘laxgy + )VZaygx)UO + Klaxch'y + )MZBych')r 31

This couples the charge and spin through the finite Vg that
indicates the nonuniform charge or spin distribution in real
space. The other terms of Eq. (30) do not couple spin or charge
components. If we multiply o; wherei = 0,x,y,z and calculate
the trace, using the fact that Tr(c;07)/2 = §;;, Eq. (28) can be
rewritten as

i 1k e
(at +-4+ = V)gc +A10:8y + kzaygx}ao =24,
| T m ’ T
i 1k -
8[+_+_ V gx+)"28yg6+2'lbygz Ox = — Oy,
| T m T

i 1 &k -
(3t + - + . : V>gy + A10x8c — Zibxgz:|6y = — 0Oy,

I 1k - - Pz
O + -+ — V)8 +2i(brgy — bygx) |0z = —o0z,
L T m T
(32)

where k is the thermal average momentum and is defined as

k= / — fl(e)kdey. (33)

In Eq. (32), we have multiplied again by the corresponding
matrix to remind ourselves of which component belongs to
which. Hence we can obtain the 4 x 4 kinetic equation of the
coefficients g(,y,z) and pc(x,y,7), Which takes the form

8¢ Pe
Ie gX — IOX , (34)
8y Oy
8z Pz
where
Q —iA2gyT  iA1GyT 0
N —iAagyT Q 0 —2b,T
e L BRES)
IA1gyT 0 Q 2b.T
0 2byr —2b,t

Q=1—iwt+q-v7, and 0 is angle between k and the x
axis. Here, we have Fourier transformed 9, and d,(,) to —iw
and iqy(,), which are the frequency and wave vector of the
spin-polarization wave in the experiments. To further obtain
the spin dynamic equation, we simply multiply K ~' on both
sides of Eq. (28) and integrate out the angle 6. The inverse of
K is easily obtained for the generic SOCs because it is just the
inverse of a 4 x 4 matrix. This provides a way to derive the
spin dynamic equation in the presence of the general SOCs.
Before discussing the spin dynamic equation, we would like
to emphasize two advantages of our method. First, the inverse
of the matrix K is equivalent to the infinite summation of the
gradient expansion but much easier to be calculated exactly.
In Sec. IV, it is shown that in the case of « = 8; and 83 = 0,
we obtain the same spin dynamics modes to those obtained by
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the infinite summation of the gradient expansion of VGX .13
Second, we need not to guess the form of the nonequilibrium
distribution function g before we obtain the spin dynamics
equation. The nonequilibrium distribution function is often
expanded on spherical harmonics [see Eq. (7.79) in Ref. 30]
before we solve the kinetic equation. Normally in the system
without SOC:s, it is enough to stop the expansion on the first
order of the spherical harmonics. However, in the presence of
the SOCs, especially considering the cubic Dresselhaus SOC,
the distribution function may contain the spherical harmonics
up to third order. Therefore it is very difficult and complicated
to guess the correct form of the nonequilibrium distribution
function by expanding it to the right order in spherical
harmonics. Our method does not have this difficulty and is
approximate to considering all possible spherical harmonics
in the nonequilibrium distribution function.

To simplify our discussion of the spin dynamic equation, we
consider the spin wave vector only along the x direction and
take g, = 0. Because ¢ < kr, the spin-charge coupling terms
iX12)qx(y)T are much smaller than the spin-spin coupling terms
iAi1kt in Eq. (35) and we neglect the spin-charge coupling
and only focus on the spin space of Eq. (35). In this case, using
the definition Eq. (24) the spin-charge dynamic equation of the
density coefficient p.(,y,;) can be obtained as

/- do [ 8 Px o Px
— & =5 = D Py | » (36)
2m 8z Pz Pz
where D = [ 22K ! and K ! takes the form

Q2 44bit?  4bby? 25,10
4bbyr* X +4by? —2b,1Q
K=

—25‘.1:5_2 2b, 792 Q2

s - R (37
Q3 +4b 12Q
Equation (36) describes the spin dynamics in the frequency-
momentum space at finite temperature and any strength of the

SOC. This is the key result of our theory.

III. SPIN DYNAMICS IN THE WEAK SOC
REGIME AT FINITE T

In this section, we focus on the spin dynamics in the weak
SOC regime, which is found in the case where temperatures
above 35 K in the experiments considered.?’

A. Only DP spin relaxation mechanism
In the regime where Akt < 1, g/ < 1, defined as the
weak SOC regime, the spin-charge dynamic equation can be
written as

1 Px Px

|:—l(;) + E(qf + qi)i| Py + Dso Py =0, (33)
Pz Pz
where
2 (L +ap) 0 i@+ B)20dx
ﬁso = 0 Q%o(% - dlBN) i@ — 3)Qsoq«v ’

—i@~+ P QoGx —i(@—PF)Qody Q2
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- o = Bi—B3
a= , B= ,
JerHBi—p37 + 83 Jer 81— 37 + 83
(39)
& =0T, iy = GoyVT, Qo = Qot,  and Qg =

2\/052 + (B1 — B3)® + Bikr is the spin precession frequency
due to the SOC. The first term on the left-hand side of Eq. (38)
is the normal diffusion equation without SOCs. The second
term corresponds to the average torque exerted by the SOC in
the momentum space that gives the correction of the diffusion
equation due to the generic SOCs. The detailed calculation of
the elements of the matrix D is shown in Appendix C.

Our spin diffusion equation, Eq. (38), is equivalent to
the spin diffusion equation in Ref. 12 at zero temperature
where k = k. When accounting the cubic Dresselhaus SOC,
the lifetime of the SOC enhanced SHM becomes finite but
is still two orders longer?® than the spin lifetime in the
presence of the general spin-orbit interactions. This SHM
is verified experimentally and the maximal lifetime of this
SHM is detected at 75 K.?° Further decreasing the momentum
scattering time by increasing the temperature will decrease the
lifetime that seems to violate the spin relaxation dominated
by the D’yakonov-Perel mechanism and is lack of a clear
theoretical explanation. The existence of a spin lifetime
peak was suggested to be due to the interplay between the
cubic Dresselhaus SOC and electron-electron interactions.>?
However, because the density of states is a constant for the
2DEQG, the chemical potential shift at finite temperature is
of the order of (’;g—_?)“ = 0.0039 when T = 100 K according
to the Sommerfeld expansion. Our numerical calculation
gives Ey =398.15 K at T = 100 K, which is consistent to
the analytical prediction. Assuming that x (E) = — f/(E), at
T = 100 K, we have

k= f — f/(E)kKdE = 0.98kp,
(40)
k= / —fUECAE = 1.1k},

which proves that the thermal average k and k3 are not changed
too much from 0 to 100 K. Therefore the increase of the thermal
average cubic Dresselhaus SOC seems not to be sufficiently
strong to account for the nonmonotonic 7 dependence of
the enhanced lifetime of the SHM. Another evidence for this
statement is from Fig. 3(c) in Ref. 20. The mobility is reduced
to avoid the ballistic crossover and the spin lifetime is measured
in five different temperatures as a function of spin polarized
wave vector ¢. It is found that at g = 1.26 x 10* cm™!, which
is close to the SU(2) points, the spin lifetime is the maximum
at the lowest temperature 5 K and minimum at the highest
temperature 250 K. When ¢ is away from the SU(2) point
such as ¢ =0 or ¢ = 2.5 x 10* cm™!, the spin lifetime is
the minimum at the lowest temperature 5 K and maximum
at the highest temperature 250 K. As a result, when ¢ is far
away from the SU(2) point, the enhanced lifetime of spin helix
mode matches the description of D-P mechanism that the spin
lifetime is inversely proportional to the momentum scattering
time. When ¢ is close to the SU(2) point, the turning point at
which the spin lifetime changes from increasing to decreasing
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with increasing temperature, is lower than 5 K. The turning
point at such low temperature can not be the consequence of
the thermal average of the cubic Dresselhaus SOC.2° Another
possible mechanism to explain the peak of the spin lifetime is
the random Rashba SOC due to the remotely doped dopants.*
However, this mechanism limit the spin lifetime less than 10 ps
but the experiment observed the maximum spin lifetime could
be as large as 800 ps. Therefore the random Rashba SOC is
also not the reason for the enhanced spin lifetime peak.

B. EY mechanism in the 2DEG with
the electron-electron interaction

Because DP mechanism is not sufficient to account for the
T dependence of the SHM lifetime, we have to consider the EY
mechanism, which is proportional to the momentum scattering
time, opposite to the case of DP mechanism. There are two
processes involved: that of Elliott® and that of Yafet.’¢ In the
Elliott process, the scattering potential is spin independent.
The spin flip is due to the SOC on the Bloch state, say the
admixture of the Pauli up and down spins through the coupling
between the conduction and valence bands.

In the Yafet process, spin flips come directly from the
scattering potential with the well known form JW(VV X
P) .o so that the potential alone couples opposite spins.
In the GaAs/AlGaAs 2DEG, as shown in Appendix A, the
Elliott mechanism is much larger than the Yafet mechanism.
As a result, in the following discussion, we only consider
the Elliott processes. The Elliott mechanism can be derived
from the unitary transformation matrix based on the Lowdin
partitioning.’> The coordinate r after unitary transformation
takes the form?’

Prl 1 1
Fett =7 — — | 5 —

— |kxo=r—yk xo,
3 LB (Eo+-Aoﬂ} i’

_PIT 1 1 @)
T3 E T Bt aer)

where P = %(S [VIR), |S) is the s-wave-like local orbital
state, R = X,Y,Z are the p-wave-like local orbital states, E
is the band gap between I'y conduction band and I'y valence
band, and Ay is the SOC gap between the bands of F7+ and
F; 32 Any coordinates dependent potential will be modified
by the second term in Eq. (41). For example, the impurity

scattering potential has the form
Vimp(reff) = Vimp(r) —vI[V, Vimp(r) xk]-o, 42)

1 Ny ng(% +5['3) +K}|
[—id)+§(63+q§)} ny | + 0
_l(& + B)Qsoqx

where

2(k2 A e\
KI“:A 1+ <2”> < 0 ) <—k) kit =
k2 J\Eo+a0) \Eo
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and the Coulomb interaction now has the form

Vee(rleffar2eff) = Vee(rl’rZ) - V(Vrl Vee X kl) -0

_V(Vrz Vee X k) - 0, (43)

where the subscripts 1 and 2 of the space coordinates represent
the two interacting electrons, respectively. Therefore the spin-
orbit coupled scattering potential has the form

Vso(r) = —)/(VrV(") X k) -0,

where V(r) = Vipp + Ve is the spin independent momentum
scattering potential. The spin relaxation rate due to the EY
mechanism in the 3D bulk material has the form3®

1 _A< Ao )2(ek>2 1
Tey(er) Eo+ Ag Ey) t(e)’

where tgy(€y) is the EY spin relaxation time, the numerical
factor A is of the order of 1 and dependent on the scattering
mechanism>® such as electron-electron interaction,>® and 7 (¢;)
is the spin independent momentum scattering time at energy
€. Because the nonequilibrium electrons distribute around
the Fermi surface within the energy range kT, the electron-
electron scattering time is independent on the energy e
according to Eq. (18) and is labeled as t. In the 2DEG, the
momentum k. is quantized. In this case, although the average of
(k) =0, (k?) ~ (%)2 that gives the linear Dresselhaus SoC.2
For the same reason, when considering EY mechanism, we
also assume (k?) ~ (%)%, where d is the width of the quantum
well. Therefore the EY mechanism in the 2DEG can be written
as

1 1 2(k? A 2 |
& =
TEY.x  TEY.y k% Eo + Ay Ey) T

1 A4(k§)< Ao )2<ek)21
ey  k» \Eo+ Ao Ey) T

where Tgyxy,, are the spin relaxation time for the spin
polarization along x, y, z directions, respectively, due to the
EY mechanism. Appendix A gives the detailed derivation of
the EY mechanism in the systems considered here.

(44)

(45)

(46)

C. Temperature dependence of the spin relaxation modes

In this section, we show that the temperature dependence
of the spin relaxation modes, especially, the enhanced lifetime
of the SHM, is the consequence of the competition between
the DP and EY mechanisms. By adding the EY mechanism
on the Eq. (38), the spin-charge dynamics containing both DP
and EY mechanisms takes the form

0 i@+ B)S20ds n,
ng(% —ap) + x{‘ i@ — P0Gy ny | =0, 47
—i(@ — )40l Q2+ i nz
4 k2 2 2
A (oo Y () )
k2 \Eo+ Ag Ey

174301-7



XIN LIU AND JAIRO SINOVA

Here, according to Eq. (40), we take the thermal average
of the momentum k = kp. To simplify our discussion, we
assume that the spin polarization is uniform in y direction
and nonuniform in x direction with finite §,. In this case, the
spin polarization along y direction is not coupled to other two
components of spin polarization. Based on the Eq. (47), the
eigenmode of the spin polarization along y direction has the
form

iy = 337 + 955 — @F) + 1., (49)
where @, is the normalized eigenfrequency of spin polarization
along y direction. At the SU(2) symmetric point,!! where
a = and B3 =0, (1/2 — @pB) = 0 and the effect of the DP
mechanism on the spin polarization along y direction is zero.
This is consistent to the fact that the effective magnetic field
due to SOC in this case is always along the y direction.

Next we focus on the other two spin dynamic modes that
have the form

s by <o (3 aB
af 1 2
sllon (L -3) +u| +@rprara,
I, o1 o1
=T g =20 (50)

5
where @, are the normalized eigenfrequencies of the reduced
and enhanced lifetimes of the two SHMs,?" respectively.
The maximum enhanced lifetime of the SHM happens when
o = B1,83 =0,andg = 4m*a = Q.Inthiscase, wehaved =

B=al/ar+ B2 =+/2/2 and § = dm*av,T = V27 =

\/EQSO. However, in the material such as GaAs, the cubic
Dresselhaus SOC is the consequence of bulk inversion asym-
metry (BIA) and is inevitable. When considering the cubic
Dresselhaus SOC, the maximus spin lifetime is observed at
B1 — B3 = a,”" whichis consistent to the theoretical prediction
at zero temperature.'> When f3 < «, the maximum enhanced
lifetime of the SHM is still at Q = 4m*« shown in Fig. 4.

200
Reduced-life
time SHM
e EN1haNCEd-life

150 time SHM
Ew1oo
50
0

0 0.5 1.5 2

1
aq/Q

FIG. 4. (Color online) The reduced and enhanced lifetimes of
the SHMs. The x axis is the spin wave vector normalized by Q =
4m*a and the y axis is the spin lifetime normalized by the spin
precession period 7, = é—’s’o QT = 0.1 is taken to satisfy the weak
SOC condition and B3/, = 0.16 from the experimental data.?’ The

maximal enhanced lifetime is still very close to Q although the cubic
Dresselhaus SOC is nonzero.
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As a result, the Rashba SOC strength can be detected by the
relation « = Q/4m* that gives

Qkr
V2m*
(51

Qo = 2\/02 + (B1 — B3)? + B3kr ~ 24/ 2akp =

Taking g, = 4m*« and substituting the above relation to
Eq. (49), we obtain the reduced and enhanced lifetimes of the
SHMs as

s

iws = L ik, (52)
T
L L7 @ a 1 Kt 1P ,
=2l (S -2 )+ 2 8a2!.
deafpr s (|(5-3) var] el
(53)

where =+ is corresponding to the reduced and enhanced
lifetimes of the SHMs, respectively.

We plot the enhanced lifetime of the spin helix mode
in Fig. 1 and compare our theoretical calculation with
Fig. 3(a) in the Ref. 20. The system we are considering
is the GaAs/AlGaAs quantum well in Ref. 20. Its width is
11 nm, which gives B3/8; = (k%)/4(k§) = 0.16.%° Therefore,
in this system, 8; — B3 =« > B3 and 2, is estimated to
be 0.356 THz based on the Eq. (51). The band gap Ey =
1.519 eV, Ay = 0.341 eV. To fit the experimental data, Fig. 1,
the only fitting parameter we choose is A = 4.0, which is the
order of 1 and consistent to the estimate in the Ref. 38.

Based on the Eq. (52), both the reduced and the enhanced
lifetimes of the SHMs have a maximal spin lifetime as a result
of the competition between the DP and EY mechanisms. The
critical momentum scattering times 7= when the spin lifetime
reaches its maximum take the value

o K L
T = =0.029ps, 17 = = 0.51 ps. (54)
K4+ K_

This is the result of the competition of EY and DP mechanisms.
It is noted that 7, < t_, which indicates the reduced lifetime,
needs much higher temperature than the enhanced-lifetime to
reach its maximum. Actually, t.- = 0.029 ps is smaller than
the minimum momentum scattering time 0.04 ps estimated
from the spin lifetime of the enhanced SHM is 100 ps at
T =300 K based on the Eq. (53). This is why the reduced
lifetime of the SHM increase monotonically with increasing 7.

IV. SPIN RELAXATION IN THE STRONG SOC REGIME

In this section, we show that our theory can reproduce the
theoretical results of the spin relaxation in the case of & = S
and B3 = O and in the case of only Rashba or linear Dresselhaus
SOC in the strong SOC regime at zero temperature.'>!8

A.Ot=/31

The persistent SHM occurs in the case of « = 1, 83 =0,
and g is along x direction. In this case, the elements of the
matrix D, corresponding to the reduced and enhanced lifetimes
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of the SHMSs, in the spin-charge dynamic Eq. (36) take the form

1
Dy = D33 = =
2V(1 = i@d)? + (G + $0)?
1
+2J<1 @) + (G — 0)?
—y —
. q SO (55)
l
D3 =—-D3 =

2V/(1 = i@P + (G + o)
i
2V/(1 = i@P + (G — 50)?
where Qg = 2A1kpt. The eigenmodes satisfy the equation
-1 1 —i®d)? Gy — O )2
(1= D)’ + D% = [—1 + V( ' i0) + (4 - s0)°]
VA= i) + (G, — )’
Lt V(I —i@)? + (G, + $40)?]
VI = i@ + G + Qo)
=0, (56)

which gives the spin relaxation eigenmodes as

i =1%/1~(Gx £ Q00 (57)

and is consistent with the result in Ref. 15.

B. Only Rashba or linear Dresselhaus SOC

In the presence of Rashba or linear Dresselhaus SOC, we
only discuss spin relaxation of the uniform spin polarization
because, as far as we are aware of, there is no analytical
form of the spin relaxation eigenmodes for the nonuniform
spin polarization in the presence of only Rashba or linear
Dresselhaus SOC. For the uniform spin polarization, the off
diagonal elements of the dynamic matrix D in Eq. (36) are
zero because the angle average of the effective magnetic field
b is zero. Therefore we only need to focus on the diagonal
terms that have the form
52 1 2
Dy =Dy = w,
Q(QZ + Q%O)

D33 (58)

BN
The spin relaxation mode of the spin polarization along the z
direction satisfies the equation 1 — D33 = 0 and is solved to

have the form
i, =1(1—,/1-4Q2), (59)

which is identical to our previous theoretical result'® in the

zero-temperature limit, which has been shown to be consistent
with the experimental observation.??

V. CONCLUSION

We have developed a consistent microscopic approach to
explore the spin dynamics in the presence of SOC of arbitrary
strength, impurity scattering, and electron-electron interaction
at finite temperature. The electron-electron interactions are
introduced by using the nonequilibrium Green’s function
formalism. To create a full understanding of the spin dynamics,
we incorporate both the DP and EY mechanisms. We have

PHYSICAL REVIEW B 86, 174301 (2012)

shown that near the SU(2) symmetry point, because the DP
mechanism is suppressed for the SOC enhanced SHM, the EY
mechanism dominates in the high temperature for this mode.
By choosing the reasonable parameter of the EY mechanism,
we show that our theory of enhanced lifetime of the SHM
matches the experimental data quantitatively. Our theory is
also shown to be able to recover the several previous theoretical
results, which are only valid in the noninteracting system and
most focus on the zero-temperature limit.
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APPENDIX A: ELLIOTT-YAFET MECHANISM

In this appendix, we discuss more extensively the spin
relaxation due to the Elliott-Yafet™3® mechanism in the
III-V semiconductor quantum well. There are two processes
involved: the Elliott and® and the Yafet process.*® In the Yafet
process, the spin flip is due to the intrinsic spin-orbit coupling
of the scattering potential that has the well-known form

2

. h
Hslgm Fry—", (k X VVO)s

Al
4méc2 (AD

where my is the electron mass in the free space and Vj is the
scattering potential, which can be impurity, electron-phonon,
and electron-electron scatterings. Here, to estimate the strength
of the Yafet process, we assume V,(r) is a spherical potential
that is independent of the direction. In this case, the SOC
Hamiltonian is Eq. (A1) is simplified to be

2

intri __
Hso -

o(k x €r9,Vo(r))

4m(2)c2
2 3, Vo(r)
= — ——(rxk) o
4m%c2 r ( )
n? 8, Vo(r)
- _ L.
4m(2)c2 r (L-0)
R VW G D=1+ D = s+ 1)
C dmi v 2 ’

(A2)

where L is the orbital angular momentum and j(/,s) is the
quantum number of the total angular momentum (orbital an-
gular momentum, spin). In the I';” of the III-V semiconductors,
j=3/2,1 =1, and s = 1/2. Therefore the expectation value
of H™ in "7 can be written as

—rv .3 .3
HS§:<‘]=§J:1HSO‘]:§,I:1>
R [\ R [ Vo(n)\ 1
- 4m%c2 r 2 4m%c2 rz2 [2
n? Vo

N —_—— — A3
4mjc(ap/2)? 2 (A3)
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where ay is the lattice constant. Here, we assume that (1/r2) =
2 .. . —r; _ o .
4/ag. Similar, in the I'] band, H , = ~wiaa Vo and in the I'¢,

H, =0.

In the Elliott process, the spin flip is due to the SOC on the
Bloch state, say the eigenstate of the electron in the conduction
band is not the spin eigenstate. However, the momentum
scattering potential is V¢, which is spin independent. From
this viewpoint, the Elliott process has the same origin as the
Rashba SOC in the III-V semiconductor quantum well.

The difference lies the fact that in the Rashba SOC, the
electric field along z-direction break the inversion symmetry
and the first nonzero term of Rashba SOC is linear dependent
on the wave vector k of the conduction electrons that make
the spin-up and spin-down states with the same momentum k
nondegenerate. In the Elliott processes, the scattering potential
does not break the inversion symmetry, its nonzero terms are
proportional to k? and spin-up and spin-down electrons with
the same momentum are still degenerate.

Based on the 8 x 8 Kane model, the effective Hamiltonian
of the electrons in the conduction band of III-V semiconductors
such as GaAs has the form

.~ P2[2 1 )
H=—|=—+——|k
3 LEo  Eo+ Ao

P2|:1 1

- - |o-VVyxk
3 | E2 (E0+A0)2} 0

+P2[1 PR } " VVo x k

| = o x k,

3 LEZ " (Eo+ AoP | 2mic?a? °
(A4

where V; is the spin independent scattering potential, P =
%(S|V|R), |S) is the s-wave-like local orbital state, R =
X,Y,Z are the p-wave-like local orbital states, Ey is the energy
gap between I'y and F; bands, and A, is the energy gap
between F; and F;F bands.?> The second term in Eq. (A4)
is corresponding to the Elliott spin relaxation mechanism and
vanish when the SOC gap Ao = 0. The third term in Eq. (A4) is
corresponding to the Yafet spin relaxation mechanism, which
will not vanish when the SOC gap Ay = 0. These are consistent
to the characters of Elliott and Yafet mechanisms. For the
Elliott spin relaxation mechanism, the scattering potential is
spin independent, therefore only the SOC gap A( can provide
the necessary SOC to relax spin. In the Yafet mechanism, the
scattering potential itself-contains SOC, which can relax the
spin. Therefore the SOC gap A is not necessary in this case.

Now, let us compare the strength of the Elliott and Yafet
mechanism in the GaAs 2DQW, where P = 10.493 eVA, and
the band gaps Eg = 1.519 eV, Ag = 0.341 eV.32 Therefore,
in the III-V semiconductors, the ration between the Elliot and
Yafet mechanism is of the order of

1/E§ = 1/(Eo + Ao)?

(1/E} + 1/(Eg + Ao)?)(h* /2m3c?ad)
which indicates that the Elliot spin relaxation is much larger
than the Yafet spin relaxation in a III-V semiconductor.
Therefore, in the following derivation, we only focus on the

Elliot mechanism. The first term in the Eq. (A4) is the normal
kinetic energy and the second term is the SOC terms. In

=4.84 x 10°, (A5)
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2D quantum well, by applying an electric potential along z
direction V, = —eEz, the inversion symmetry is broken and
(VV,) is nonzero that gives the Rashba SOC. However, in
the Elliott process, the potential V™° is from the nonSOC
impurity scattering, electron-phonon,® and electron-electron
interaction,* the average, (VVj), is zero. Therefore the first
nonzero term of the Elliott process is proportional to ((V Vp))>.
The SOC potential can be written in the momentum space as*!

Ve =iyVolk x k') -0 =iy Vol(k.ky — kyk o
+ (kyk, = keky)oy + (kek), — kekl)o]

=i(Viwo: + Viwos + Vioy), (A6)

where

P? [ 1 1 } (A7)
TR Gt
k' and k are the momentums of the electrons before and after
scattering respectively and V is the momentum scattering
potential.

Before we calculate the Elliott mechanism, let us connect
the quantum kinetic equation to the continuity equation by
integrating the momentum k. To simplify our argument,
we consider the case where the SOC due to the inversion
asymmetry is zero. Equation (8) after the integral has the form

P(E,R,T)+V - J(E,R,T)

2
= / (;ln’; (ZRGK + XG4 — (GR=X + GK Y.

(A8)

Equation (A8) is the continuous equation in the spin-1/2 basis.
Multiplying by o, /2 on both sides of Eq. (A8) and taking the
trace over the spin space, we have the traditional continuous
equation
d*k _ o

——Tr[(Z*G* + =G4

an T [( + )
—(GRzX 1 GEx4y,

8t)om +V.J,=
(A9)

where m = 0,x,y,z are corresponding to charge, spin x, spin
v, and spin z, respectively. If the charge or spin is conserved,
the scattering term on the right-hand side of Eq. (A9) is zero.
Now let us substitute the SOC potential into the scattering
term. There are four terms in the collision integral and we
first focus on the two terms containing the retarded Green’s
function or self-energy, which has the form

d’k
@)

=T /_2 , LV GREYV GK (k)
=Tr , ,
2n) 2 kk Kk

1 A P
Tri{am(ERGK — GREKY)

— GR(k)ka/GK(k/)Vk’k]}

:Tr[

- kaf%)c’?(k/kark)c;’((k)}

&’k d*K On
Qre o\ 2
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+Tr{

- GR<k>kafé’<<k’)kak]}.

d*k d*k’ o,

R/ K
Q)2 Q2r)2 2 —[GRUK Y Vi GF (k) Vi

(A10)

The last term on the right-hand side of Eq. (A10) is zero
because the symmetry of k and k' in this term. The first term
on the right-hand side of Eq. (A10) can be written further as

| [CK (my
! (271)2< ke Yk

) Grw )(vk/k)GKac)]

_n [ LR % Vie |GREnGF )
(2m)?
[ dzk/ R/1./\ Y7 K
=Tr o )ZZlekaka, 5 EGRIEY V)G (k)
d*k Lo ,
=Tr (277:)2 (_4)€mjk€kjm ijk’ Vk]’kTGR(k )GK(k):|
de/ j j Oy Ro1s K
=Tr W4 kak,vk,k = GHKIGH )
L Jj#m
(A1)

For the charge dynamics, we need to take m = 0. Because oy
commutes with any scattering potential operator, Eq. (A11) is
always zero that indicates that the charge is always conserved.
For the spin dynamics, m = x,y,z. Generally speaking, oy, )
does not commutes with a spin dependent scattering potential
and the Eq. (A11) is nonzero that indicates that the spin will
decay. Note that in the 2DEG, k, is quantized. Therefore,
taking m = x,y,z, we have

de/ j j Oy R/1/ K
Tr 7 > Vi Vi 5 GRG0
J#x
2k4 2k2
=it F(1+—>Gf
T kF
" 2(k2) Ao\ [ e\ GK
= —1 _— [ N
k2 E0+A0 EO 2t
d’K' Ji i V% AR NAK
7 > ViV 5 G G )
j#y
21,4 2
L YTkE 2k; K
= —1 - (1 + k_2 Gy
i 2(k2) Ao\ e\ GK
k% E0+A0 E() 2T ’
d*k’ i i\o ,
Tl | Gt > Vi Vi EZGR(k )GX (k)
J#z
= — yzk?’ 4122 K
- T k3 C
F

a2 [ Ao\ (&) GK
AT () (&) = (A12)
kF Eo + AO EO 2T
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where 7 is the momentum scattering time due to the non-SOC
potential Vy, k, = 7 /d, and d is the width of the quantum well
and A is the order of unity. The other two terms, containing the
advance Green’s function in Eq. (A9), gives the same result
to the Eq. (A12). The average, (kzz), is nonzero, which is also
the reason why there is a linear Dresselhaus term in the III-
V semiconductor quantum well. Therefore, although average
(k.) is zero, the components of Elliott mechanism that are
proportional to (kzz) are still finite. As a result, the Elliott spin
relaxation rates have the form

L1428 (—AO )2<6_k>21=ﬂ

TEY,x  TEY,y k2. Eo+ Ao) \Ey) t 7’
1 4k2 A 2 21 1

:A<;)< 0 )(3)_:& A1)
TEY,; kz \Eo+ Ao Ey/ 1 T

The same result can be obtained from the traditional definition
of the spin decay rate due to the admixture of the Pauli spin up
and spin down in the eigenstates of the conduction electron.
From the 8 x 8 Kane mode, we can obtain these eigenstates

as
Way = 1,0+ 2ok |2 3>+ﬁ5kz 23)
/2 Eo 3E, |22
N IR )
\/_E()7 2 \/§E0+A0Z272
L
\/§EQ+A0 |12 2
-1 P 31 2 P 3 1
Wy =15,1) + 76 Eo k+ >+\/;E—Okz 57—§>
1 P 3 3 -1 P 11
IS O DT S S O s
V2 Eo ‘2 2> V3 Eo+ A 22>
ST o
\/§E0+A0 ‘127 2

The transition amplitude between these two states with
different wave vector k are proportional to

(W [V () Wer 1)

=V 1P2(kk/ kk’)+1 P
R Y A 3 (Eo+ Ag)?

—v[ Lr kk’)(P2 P’ )}
T3 T T\ EE T (Bo+ Aoy

(kK — k_k;)}

= —Voy(k.k" —k_k.). (A15)
Therefore the spin decay rate is proportional to
1 ’ / / / 1
— 0 Vo ((kekl = k- RD(k:k', = ke KD o vk —, - (A16)

where 1/t is proportional to the VO2 and (- -- ) in Eq. (A16)
means the average of momentum k. Equation (A16) is
equivalent to the Elliott spin relaxation time and we obtain
from the projected Hamiltonian into the conduction band.
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APPENDIX B: HOW THE ELECTRON-ELECTRON
INTERACTION VANISHES IN CALCULATING
THE CHARGE CONDUCTIVITY

When deriving the quantum kinetic equation, the collision
integral contains many kinds of momentum scattering chan-
nels; one dominant at finite temperature is the electron-electron
interaction. However, as we know that when calculating the
conductivity, the electron-electron interaction should vanish
in this case. In this Appendix, we show that how the
electron-electron interaction naturally vanish in calculating
the conductivity and, therefore, they only affect the spin
relaxation channles. To simplify our discussion, we start from
the classical Boltzmann equation without SOC:

1,4
O fr, + E{Vkl, Vifi} —€E - Vifi,

_ /Ukl,k,l(fkl fi )+ / dHyd" K, AWy KKK

X [ fio (1= fi) (1= fiy) = S fiey (1= fie)) (1= fir) ]
(B1)

where n is the dimension of the system, f; is the Fermi
distribution function, Uy, g, is the impurity scattering rate
and W(k,,k\; k,,k,) is the electron-electron scattering rate.
If we exchange fx,, fr, and fi,, fy,, the right-hand side of
Eq. (B1) is unchanged. This means electron 2 satisfies the
same Boltzmann equation as electron 1:

1,4
O fio+ ={Vir - VR fir} — €E - Vi fr,

2
= /Ukl_k/l (sz—fk/z)—l—fd”kﬁd”kzd’leW(kl,kz,k/l,k’z)

X [ fier fro (1= fie) (1 = fiey) = fie, fie, (1 = fie) (1 = fier) |-
(B2)

The charge current operator is defined as

- /d”kl <_e_> fr, = /d"kz (—e—) Jios  (B3)

where m™ is the effective electron mass. Since we are interested
in the dc conductivity, the system is uniform and independent
on time. Therefore the first two terms on the left side of
Boltzmann equation are zero. To get the charge current
equation from the Boltzmann equation, we multiply the charge
current operator on the both sides of Eqs. (B1) and (B2), which
gives

’k
[t
m

= fdkldk; —

ek,
/ dledkodkeldl, — Wk ey ke )

X [ fiey fi, (1= fie ) (1 — fk;) — fi fre, (1= fi,) (1

KD(fr, — fi)

_sz)]’
(B4)
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2k2
/dkz—E O [,

f dkzdk’ _

f dkldkzdk’dk’ W(kl,kz,k’l, )

X [ fro fio (1= fie,) (1 —fkfz) — fie, fi, (1= fr,) (1

klz)(sz fk'z)

_sz)]'
(BS)

The left-hand side of Eqgs. (B4) and (B5) have the form

ek e’k
/dnklz 1*(2)E Ok fiyo = /dnkl(Z)ak ) (ﬁEfkw)
n e’k
- /d k1<2>( ())Efklm
2
=" E (B6)
m*

where ng is the density of the electron. The first term on
the right-hand side of Eqgs. (B4) and (B5) corresponds to
the impurity scattering and equal t0 j /Timp, Where Tjy, is the
momentum scattering time due to the impurity. The second
term on the right-hand side is not easy to calculate because the
momentums k1, k», k/l, and k/2 are not independent but corre-
lated by the fact that the electron-electron interaction conserve
the net momentum, i.e., k| + k, = k| + k). However, if we
calculate %[Eqs. (B4) + (B5)], the electron-electron scattering
can be written as

Wik ky,ky) k5]

k
/dkldkzdk/]dk/ M
m*

X [ fieo fro (1= fr) (1 = fry) = fie, fi, (1 = fie.) (1 = fir)]

= / dk]dkzdk/l W(kl,kz; k/l,k/z)

X [e(kl +k2)fk|fk2(1 — fi)(1 = fr)

- e(k k) fk’ Ji, (1= fi,)(1 = sz)} =0. (B7)

Therefore the charge current equation, %[Eqs. (B4)+ (B5)],
has the form

2 .
Ly (BS)

m* Timp

where the electron-electron scattering term exactly disappears
in this current equation as long as the electron-electron
interaction conserves the net momentum, which is not sen-
sitive to the form of the electron-electron scattering rate
W(k\.k; k»,k}). However, when deriving the density matrix
equation, we do not multiply by the current operator and
therefore electron-electron scattering can not be canceled as
we did in the current equation. This is reasonable because the
density does not care about the net momentum, which is the
key to get the current equation. Therefore, although the original
Boltzmann equation of the distribution function contains the
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electron-electron interaction, the electron-electron scattering
will disappear when we calculate the charge conductivity.
Hence the electron-electron interaction will not affect the
conductivity but can contribute to the spin dynamics.

APPENDIX C: THE DERIVATION OF THE MATRIX
ELEMENT OF THE SPIN DYNAMIC EQUATION

In the weak SOC regime, Q247 < 1, the denominator of
Eq. (37) can be expanded to

1
Q2 + 4k212 cos2 013 + k272 sin2 013
~ 1 +2id — 2i(§, cos O + Gy sinf) — 32 cos* 6
— 353 cos® 0 — 4k*? cos® Gk% — 4k>7? sin® 622, (C1H

where @ = wt and §.(y) = gx(y)vT. Substituting Eq. (C1) into
Eq. (28), we have

D e / do 2X1kt cos O
B= T = S & L A2 cos? 01T + 4k272sin? 623

%

do
—/ 2—4ikth(oz + B — 2B5 cos 26) cos® 6
T
—2i(a + B — B3)ktix,

D / do —2ArkT sin 6
B="0n= | & T a2 cos? 01T + 4k272sin? 623

(C2)

de
~ / 2—4iquy(ﬂ1 — oy + B3 cos 20) sin” 6
T

= 2i(B) — B3 — kg, ©3)

. / do &
BT ) 2 Q2+ ak21% cos? 042 + 4k212 sin? 02
deo
A / E(l +i® — G*cos® 0 —qisin29

— 4k*1% cos® OA] — 4k* 77 sin® 013)
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1

=1+i0— (3 +d;) =4 + (B — B)" + ;)7
1 -

=1+id— E(cﬁ +34;) — Q70 (C4)

Do — / do Q* + 423k*t% sin’ 0
R Q($22 + 4kt cos? AT + 4k>72 sin? 03)

do
~ D3 +/—4A§k212 sin® 0

2
_ | _ 2\ 4222
= D33+ 2(01 B+ (@ — 1) B3 + B3 |4kt

1
= 1+io— (37 +37) = 27 + (b1 = p)° + Bk
—a(Bi — )
1 1
= 1416 — (37 +3;) — ;T4 a(B — B),
(C5)

Do — / do Q* + 423k*t? sin 0
27 | 27 Q2+ ak2t2 cos? 022 + 4k212 sin? 02

do
%/2—(1 +i® — g, cos> 0 — g, sin> 0 — 4k>* cos” O17)
n
1
= 14id — (3@ +37) = 27 + (B — p)* + BIRT
+a(Br — B3)

1 1
=14+io— E(cﬁ + q}z,) - 59301'2 + 4k27:20l(,31 = B3),
(Co)

where Qg = 2,/a2 + (B1 — B3)? + Bik.
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