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Spatially resolved photocarrier energy relaxation in low-doped bulk GaAs
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We report on spatially resolved cw-photoluminescence studies of very-low-doped n- and p-type GaAs, which
demonstrate that optically excited electrons retain significant excess energy on length scales of several tens of
microns away from the excitation point. In contrast, the lattice is heated only negligibly outside the optical
excitation area even for moderate excitation intensities. When diffusing away from the excitation site the
photoelectrons are therefore not in thermal equilibrium with the lattice. Our results imply that it is inappropriate
to describe low temperature photocarrier diffusion in GaAs with a spatially uniform diffusion constant.
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Investigations on spin drift and diffusion lengths in GaAs
have shown that a nonequilibrium spin distribution (NESD)
can propagate over spatial distances on the order of 100 μm,1–5

which is an important step towards proving the feasibility
of spintronic architectures. For these studies, the NESD was
either invoked electrically, through ferromagnetic contacts,5,6

or optically, by circularly polarized light in a magneto-optical
Kerr effect (MOKE) pump-probe configuration.2–4 In all of
those experiments the electron system gains considerable
excess energy with respect to the lattice.

The extraction of characteristic spin propagation param-
eters in the above investigations is commonly done on the
basis of simple diffusion models.4 Early experiments already
reported spin diffusion values in excess of what was expected
from carrier mobilities,7 thus violating the Einstein relation.
For degenerate semiconductors, this discrepancy was soon
resolved theoretically within the frame of drift-diffusion
models.8 However, recent experiments on spin propagation
in nondegenerate semiconductors also indicate spin diffusion
constants that significantly exceed the corresponding charge
diffusion parameters obtained from the carrier mobilities.4

Existing models that take Coulomb correlations into account
predict the opposite trend, i.e., the spin diffusion constant
should be reduced with respect to carrier diffusion constant
due to Coulomb drag.9,10

The modeling in most previous studies employs a spatially
uniform diffusion constant. This is justified if no thermal
gradients exist in the spin system, which implies that the
NESD is in thermal equilibrium with the lattice system.
Experimentally, enhanced spin relaxation times are often
reported on a relatively low-doped material, where Dyakonov-
Perel relaxation is suppressed. On the other hand, for low
carrier concentrations it is well established that at low lattice
temperatures photoelectrons are not in thermal equilibrium
with the lattice at the point of their excitation.11,12 If this
situation persists outside the pumped area and on length scales
comparable to the determined spin diffusion lengths, a spatially
uniform diffusion constant is inappropriate for the description
of spatial spin propagation.

In order to provide insight into the spatial dependence
of the excess energy of the electron and lattice systems we
have performed a systematic investigation on very-low-doped
n- and p-type GaAs. Photoluminescence (PL) studies on
very pure GaAs offer the unique possibility of extracting
the temperature of both the electron and lattice system

independently. By measuring spatially resolved PL, one can
therefore extract possible differences in the characteristic
length scales for heat relaxation.

The experiments have been performed on two (100) ori-
ented liquid phase epitaxy grown GaAs layers with a thickness
of 70 μm, unintentionally doped to 3 × 1013 cm−3 (p) and 2 ×
1013 cm−3 (n) at room temperature, respectively. PL is excited
by a diode pumped solid state laser at λ = 785 nm and detected
by a Si avalanche photodiode mounted on a 1 m focal length
spectrometer equipped with a 1200 mm−1 grating. The sam-
ples are kept in a bath cryostat, in which they are immersed in
liquid He for temperatures below 4.2 K and in He exchange gas
for temperatures above. For the spatially resolved experiments
the excitation is focused to a ωL = 8.0 μm ( 1

e
) spot diameter

by an infinity corrected microscope objective, through which
the PL signal is collected in confocal geometry. For spatial
pickup, the PL is focused by a plano-convex lens, which is
mounted on a three-dimensional (3D) micrometer translation
stage, onto an intermediate 30 μm pinhole. Moving the posi-
tion of the lens allows to spatially filter the PL signal in front of
the entrance slit of the spectrometer. With the lenses employed,
the setup yields a spatial optical resolution of 10 μm.

Typical nonspatially resolved PL spectra of the samples are
displayed in Fig. 1. To gauge the lattice temperature we use
the excitons bound to neutral acceptors that are evident in the
spectra, while the temperature of the electron system can be
probed by analyzing the electron-acceptor transition.

Lattice temperature. The results obtained for the two
samples agree within error bars, so we limit ourselves to
showing data on the p-type sample, which enables extraction
of more robust values due to the enhanced PL spectral weight of
the acceptor bound states. As a result of the j-j coupling of the
acceptor bound hole and the exciton, this transition yields three
characteristic lines upon radiative recombination, indicated
by (A0,X) in Figs. 1(b) and 1(d).13 Their relative intensities
display a pronounced temperature dependence that stems from
the thermal distribution of the excitons. Because this transition
occurs from a bound state, only excitons that relax their excess
kinetic energy may contribute, and the thermal occupation
of the fine structure is consequently given exclusively by
the lattice temperature. The relative intensities of the (A0,X)
transition are therefore a very sensitive probe of the latter.

Extraction of absolute temperatures from the PL spectra is,
however, complicated by both theoretical and experimental
limitations. On the theoretical end, the degeneracies and
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FIG. 1. (Color) Photoluminescence spectra of low-doped n-type [(a),(b)] and p-type [(c),(d)] 70 μm thick GaAs layers. Displayed are
the excitonic [(b),(d)] and impurity [(a),(c)] spectral regions of both samples. Indicated are the electron neutral acceptor transitions (eA0) on
which the electron temperature and the neutral acceptor bound exciton transitions (A0,X) on which the lattice temperature were extracted,
respectively.

oscillator strengths of the individual (A0,X) lines are not
unambiguously known. Early theoretical work taking into
account only short range exchange interactions suggested a
spectral weighting of the 5/2, 3/2, and 1/2 lines as 1:4:1.14

Already then it was realized that the energy splittings emerging
from the calculations fall short from the experiments by at
least one order of magnitude. Likewise, the proposed sequence
fails to account for the temperature evolution of the intensities.
Theoretical work taking into account long range exchange
contributions and/or excited excitonic states is lacking. On
the experimental side, the extraction of the (A0,X) line
intensity is complicated by the presence of spectrally nearby
excitonic transitions such as the (D+,X) line at 1.5137 eV
(see Fig. 1), which themselves are subject to change with
increasing temperature. Rather than trying to establish
absolute temperatures, we therefore choose to measure the
relative intensities of the (A0,X)5/2 to (A0,X)3/2 transition
as a function of temperature, and use this information to
characterize the spatial dependence of the lattice temperature.

We first note that lattice heating critically depends on
the excitation intensity. To compare with MOKE studies the
intensity is set to 1 × 104 W/cm−2, which resembles typical
probe intensities (pump intensities are typically several orders
of magnitude lower). For this excitation density the relative
intensities of the (A0,X)5/2 to the (A0,X)3/2 transition were
measured as function of bath temperature in the regime from
1.6 to 2.1 K. The results are displayed in Fig. 2(a). Clearly, the
(A0,X) transition is capable of resolving temperature changes
as small as 0.2 K in this temperature region. It is, however,

incorrect to infer absolute lattice temperatures from these data,
as can be seen from the spatial dependence of the (A0,X)
signal. In Fig. 2(b), the relative intensities of the (A0,X)5/2

to the (A0,X)3/2 transition were detected as a function of
position on the sample relative to the excitation spot at the
lowest temperature of 1.6 K used here.

For these excitation conditions, the lower energetic
(A0,X)5/2 line gains spectral weight at distances up to 30 μm
away from the excitation spot, at which point the intensity
ratio becomes constant. This observation obviously indicates
that the lattice temperature in the laser spot is always elevated
with respect to the heat bath. Repeating this experiment for
increased bath temperatures yields that this optically induced
thermal gradient is reduced with increasing bath temperature
and vanishes for T > 8 K [see the inset of Fig. 2(b)]. This result
is consistent with expectation, as the thermal conductivity
of the lattice increases with increasing phonon occupation at
elevated temperatures.15

Summarizing, the above results yield the following picture:
Lattice heating is only relevant for high intensities and at very
low temperatures. The excess heat relaxes on a length scale
of 30 μm and becomes insignificant as the bath temperature
is increased. Comparing intensity ratios for the (A0,X)5/2 and
(A0,X)3/2 transition away from the excitation spot, one can
extract an upper boundary for the absolute value of the lattice
temperature in the spot. We find a lattice temperature of ≈6 K
in the laser spot at a bath temperature of T = 1.6 K.

Electron temperature. The radiative recombination of a
conduction band electron to a neutral acceptor (e,A0) is a
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FIG. 2. (Color) Lattice temperature extracted from neutral acceptor bound exciton transitions of the p-type GaAs layer. (a) Relative
intensities of the (A0,X)5/2 to the (A0,X)3/2 transition as function of bath temperature for high intensity (104 W/cm−2) excitation. (b) Spatial
dependence of the relative intensities of the (A0,X)5/2 to the (A0,X)3/2 transition at a bath temperature of T = 1.6 K. Inset: Same for a bath
temperature of T = 8 K.

transition from an energetically continuous initial state to an
energetically discrete final state. The line shape of the (e,A0)
transition is therefore solely given by the thermal distribution
of the electrons in the conduction band and its intensity as a
function of PL energy E is described by16

I (E) ∝
√

E − EA exp

[
−E − EA

kBTe

]
, (1)

where EA = E� − EA0, with E� the fundamental band gap
and EA0 the neutral acceptor binding energy at the � point, kB

is the Boltzmann constant, and Te the electron temperature.
Fitting Eq. (1) to the high energy side of the (e,A0)

transition, one can accurately extract the temperature of the
electron system as long as no energetically nearby transitions
disturb the line shape. This requirement is well met for the
carbon (n) and beryllium (p) acceptor transitions in our
samples (see Fig. 1) and we have used these transitions
to establish the electron temperature relative to the lattice
temperature. To avoid lattice heating, low excitation intensities
of I = 10 W/cm−2 were employed. Under these conditions no
spatial change of the intensity ratios of the (A0,X) transitions
was observed. These are, moreover, typical values for pump
power densities in spatially resolved MOKE experiments.3,4

We first note that these line fits agree very well with the data
[see the inset of Fig. 3(b)], which means that the electrons are
described by a Maxwellian distribution. This indicates that
photoelectrons and intrinsic electrons have thermalized upon
recombination, i.e., the electron system itself is in thermal
equilibrium. The resulting electron temperature as a function
of the lattice temperature for the above excitation conditions
is displayed in Fig. 3(a). The plot confirms that irrespective
of the doping type, up to lattice temperatures of 25 K the
electron temperature sizably exceeds the lattice temperature.
These findings agree well with established literature, where it
is understood that this excess energy is a direct consequence of
the small thermal coupling of the electron and lattice systems at
low temperatures, where longitudinal optic (LO) phonon states

are energetically inaccessible.12,15 Previous investigations also
showed that the excess energy in the electron system critically
depends on excitation intensity. It saturates in GaAs for
low temperatures at pump fluences which are three orders
of magnitude lower than the ones used in our experiments,
without ever reaching a regime at which the excess heat goes
to zero.11 We can thus deduce that our findings will also be
relevant at significantly higher doping concentrations. They
are also consistent with time domain investigations, which find
several meV of average excess energy for photocarriers with
respect to the lattice temperature. In the low doping regime
of our samples the electrons retain significant excess energy
even after 10 ns, which is the typical order of magnitude of the
radiative lifetime.11

The question then arises, over which spatial distances
this nonequilibrium situation persists. The spatial dependence
of the electron temperature was determined for a lattice
temperature of T = 8 K and is shown in Fig. 3(b). In both
n- and p-type GaAs, the electrons display excess heat on a
length scale of several tens of microns.

We model the steady state electron temperature profile by
the heat equation

∇[K(u)∇u(r,z)] + a(u) = g, (2)

where u(r,z) is the electron temperature in cylindrical coordi-
nates. For a TEM00 excitation spot with a 1

e
width ωg and an

absorption depth zg , the generation term g takes the form

g = g0
(
πω2

gzg

)−1
exp

[
−

(
r

ωg

)2

−
(

z

zg

)]
. (3)

Here, g0 = (1−R)Plaser
Eph

Ee with Plaser and Eph designating the
excitation power and photon energy, respectively, and R is the
sample reflectance. The excess energy per excited electron is
given by

Ee = (Eph − Egap)

(
1 + me

mh

)−1

− ih̄ωLO, i integer, (4)

161201-3



RAPID COMMUNICATIONS

T. KIESSLING et al. PHYSICAL REVIEW B 86, 161201(R) (2012)

5

10

15

20

25

30

35

40
5 10 15 20 25 30 35 40 0 10 20 30 40 50 60

8

10

12

14

16

18

10 100
103

104

105

106

107

108

109

(d)(c)

(b)

lattice temperature (K)

el
ec

tr
on

 te
m

pe
ra

tu
re

 (
K

) (a)

el
ec

tr
on

 te
m

pe
ra

tu
re

 (
K

)

distance to pump spot (µm)

 p-type
 n-type

lattice temperature: 8K

1,494 1,497 1,500

P
L 

(a
rb

. u
ni

ts
)

E (eV)

 x=16µm
Te=(10.7±1.0)K

<
dE

/d
t>

 (
eV

/s
)

electron temperature (K)

 all phonon processes
 optical
 piezo-electric
 deformation

T
lattice

 = 8K

FIG. 3. (Color) Electron temperature extracted from the electron neutral acceptor transition. (a) Electron temperature vs lattice temperature
for low intensity excitation (10 W/cm−2). (b) Spatial dependence of the electron temperature measured (symbols) and calculated (line) at a
lattice temperature of T = 8 K. The dashed (dotted) line indicates the laser spot size ωL (photocarrier diffusion length ωn). Inset: Exemplary
fit to PL data for extraction of Te according to Eq. (1). (c) Average energy loss rate per electron for Maxwell-Boltzmann distributed electrons
(Ref. 11). (d) Calculated electron temperature profile for n-GaAs (Ref. 17).

where Egap is the fundamental band gap, me,(h) the electron
(hole) band mass, and h̄ωLO the energy of LO(�) phonons.
The last term accounts for fast optical phonon scattering which
occurs when Ee exceeds h̄ωLO. The model therefore does not
account for very fast processes, which are relevant before there
is a temperature established. However, photocarriers outdiffuse
even before thermalizing. For steady state modeling this means
that the relevant quantity for the lateral length scale of the
generation term in Eq. (3) is the photocarrier diffusion length
ωn, for which ωg has to be replaced. The energy dissipation
term can be written as

a(u) = n(r,z)

(〈
dE

dt

〉
op

+
〈
dE

dt

〉
pe

+
〈
dE

dt

〉
ac

)
. (5)

This expression, due to Ulbrich,11 takes into account the aver-
aged energy loss rates 〈dE/dt〉 per electron for polar-optical
(op), piezoelectric (pe), and acoustic deformation potential
(ac) scattering in a Maxwellian distribution of electrons with
temperature Te. As an example, Fig. 3(c) plots the loss rates
calculated for a lattice temperature of T = 8 K. The electron
density is given by

n(r,z) = 2(1 − R)τPlaser

Eph
(
π3/2ω3

n

) exp

[
− r2 + z2

ω2
n

]
+ nint, (6)

where nint denotes the intrinsic electron density. The first
term describes the spatial distribution of photoelectrons, with
τ being the radiative lifetime and ωn the photoelectron
diffusion length. Low temperature heat conduction of low-
doped GaAs is almost entirely due to phonons and data on
the contribution of electrons are needed. We approximate the
thermal diffusivity K(u) of electrons as that of an ideal gas:

K(u) = 〈v〉lcen(r,z)

3
, with 〈v〉 =

√
3kBTe

me

. (7)

The mean free path between e-e scattering events l =
[σ n(r,z)]−1 is assumed to be given by the wavelength of the
quasiparticle λe = h/

√
2πmekBTe through σ = πλ2

e , whereas
the heat capacity per electron ce = 3

2kB .
Employing the finite-element method we solve Eq. (2)

numerically, the result of which is displayed in Fig. 3(d).
While there are no actual free parameters, we do not have direct
experimental access to ωn, which thus was adjusted for optimal
agreement with the data under the condition ωn � ωg . The
model succeeds in quantitatively describing the experimental
findings. This clearly means that one cannot assume that the
electrons are in thermal equilibrium with the lattice outside
the pump area and just take their temperature to be that of the
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heat bath. The equilibration length scale is very comparable to
typical spin diffusion lengths reported in low-doped GaAs.3

Conclusions. We have demonstrated that under the typical
experimental conditions of optical pump-probe experiments at
low lattice temperatures both the electron and the lattice may
gain sizable excess heat, which is sustained on length scales
of several tens of microns. While heating of the lattice can be
avoided by using low optical power density, electron heating
results from the excess energy of photocarriers induced by
the optical pumping process and is therefore a feature of all
low temperature (<25 K) experiments with above band-gap
excitation conditions.

The electron temperature can be significantly higher than
the lattice temperature, easily exceeding the latter by more
than a factor of 3. Its magnitude is set by the excess energy
of photogenerated electrons. At low lattice temperature, the
increased electron temperature in the excitation spot will

inevitably result in the buildup of a thermal gradient in the
electron system, on a scale of tens of microns where energy
relaxation by optical phonons is ineffective. This result is
also relevant for architectures in which the electrons are
injected electrically, especially through tunnel barriers. While
the injected to intrinsic carrier ratio may compare favorably
to typical optical experiments as a result of higher doping
concentrations, the excess energy of electrically injected
electrons can easily be 100 meV and above.18 Concerning spin
diffusion experiments in GaAs, this may explain some of the
apparent discrepancies between carrier mobilities, which are
robustly measured by transport experiments, and the observed
spin drift and diffusion lengths.
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