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Tuning of L1, atomic order in Co-Pt nanoparticles: Ab initio insights
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Monte Carlo simulation of the atomic configurational behavior of Co-Pt nanoparticles is performed in
wide temperature-composition-size ranges. The simulation is based on bulk and local (inhomogeneous) cluster
expansions calculated from first principles. A sharp drop of equilibrium L 1 order is predicted for small equiatomic
particles at low temperatures. This drop is explained by the interplay of two eftects. First, the strong Pt and Co
segregation to the first and second surface layers, respectively (core/Co/Pt or “onion2shell” profile) cause a
depletion of Pt atoms within the core of small Co-Pt particles. Second, L1y is an adaptive structure on the
fce-restricted ground-state phase diagram of Co-Pt. Nevertheless, we show that a remarkable degree of L1, order
can be restored by tuning the total composition of small Co-Pt particles.
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I. INTRODUCTION

Bulk equiatomic Fe-Pt and Co-Pt alloys transform into
the L1, atomic structure at relatively low temperatures.' The
high spatial anisotropy of the L1, structure combined with
strong spin-orbit coupling on the high-Z Pt site produces a
high magnetic anisotropy.?~ This high anisotropy makes Fe-Pt
and Co-Pt possible candidates for next-generation recording
media and high-performance permanent magnets based on
monodisperse nanoparticles.®!’

Although experimental studies have exposed difficulties in
achieving L1y order in small nanoparticles,®*!? theoretical
studies'®?% have predicted that the L1, structure should be
observed even in small equilibrium nanoparticles. It was
theoretically concluded'®?° that the experimental difficulties
in achieving L1, order should be attributed to kinetic issues. In
later experiments, the kinetic obstacles were successfully over-
come by use of NaCl, amorphous carbon and aluminum, ion
irradiation, larger annealing temperature, and time,'#16:26-33

Theoretical studies of atomic order-disorder transforma-
tions in Co-Pt nanoparticles were reported in Refs. 25 and
26, in which the many-body tight-binding potential was
empirically fitted to experimental data on bulk alloy formation
enthalpies and then applied in Monte Carlo simulations.
The obtained results on L1y order in Co-Pt were found to
be qualitatively similar to those in Fe-Pt.'®2* However, Co
surface segregation was predicted, which is in contrast to
experimental®® and theoretical data.’’* In addition, the bulk
order-disorder transition was predicted*® to be 762 K, which
is substantially lower than the corresponding experimental
value of 1100 K.'#7=* In Refs. 50 and 51, the size-dependent
transition temperatures in Co-Pt were estimated semiphe-
nomenologically using a mean-field approximation and finite-
size scaling.’® The estimation used the data on completely
ordered L1y and disordered A1l structures obtained from the
Korringa-Kohn-Rostoker coherent-potential approximation>”
(KKR-CPA) and the generalized-bond-energy model.”!

In this paper, we employ the formalism developed by
Chepulskii et al. in Refs. 18-20. The bulk®>> and local
(inhomogeneous)>*3%-38 cluster expansions are obtained from
first principles. The cluster expansions are used for explanation
of atomic interactions both in the core and at the surface of the
nanoparticle. Using the cluster expansions within Monte Carlo
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simulations, the L1j order in Co-Pt truncated octahedrons is
studied for wide temperature-composition-size ranges.

II. COMPUTATION DETAILS

The quantum mechanical energies are calculated from first
principles within the generalized gradient approximation’”
using projector augmented wave pseudopotentials, as imple-
mented in the VASP package.®® Calculations are performed at
zero temperature, and without zero-point motion. The effect of
lattice vibrations is omitted. Perfect fcc-based configurations
are used as the starting point for further relaxations. Numerical
convergence to within about 1 meV/atom is ensured by
enforcing a high-energy cutoff (400 eV) and dense Monkhorst-
Pack k-point meshes equivalent to a 16 x 16 x 16 mesh for a fcc
cubic unit cell. The smearing width of 0.2 eV was applied at
Fermi level within the method of Methfessel-Paxton.®! Only
the I" point is used in the direction perpendicular to the slab.
All structures are considered as potentially ferromagnetic and
are fully relaxed (cell shape and volume, collinear spins, and
atom cell-internal positions). The empty space between the
slabs is maintained at ~12 A.

The configurational behavior of Co-Pt nanoparticles
is described by a combination of bulk’>>> and local
(inhomogeneous)’*378 cluster expansions within the ap-
proach suggested in Refs. 18-20. The cluster expansions are
based on the lattice gas model.®>-%® A finite-temperature Monte
Carlo simulation scheme is used as in Refs. 18-20. Periodic
and free boundary conditions are applied for the case of
bulk and truncated octahedron simulations, respectively. The
number of Monte Carlo steps toward the equilibrium state and
for averaging are varied depending on the system size and
temperature. While spanning the phase space, L1y order is
monitored by the order parameter 7 defined in Ref. 20:

7 = (max{[nl,[ny .10z} — min{[ne | [ny 1,20}, (D)

where (...) is the statistical average over the Monte Carlo
steps, and the three directional parameters n; (i = x,y,z) are
defined as the difference between the Pt atom concentrations at
odd and even crystal planes perpendicular to the ith direction.

©2012 American Physical Society


http://dx.doi.org/10.1103/PhysRevB.86.155401

ROMAN V. CHEPULSKII AND W. H. BUTLER

III. BULK EQUIATOMIC CLUSTER EXPANSION

The Pt unary V" and pair V? lattice potentials of the bulk
equiatomic cluster expansion are determined from a set of N,
linear equations:'”

N,
g =V + Z Sis VP,
s=1

@

i=12,...,N,,

where
& = Elm - E(a:lo,fcc’ (3)

E and E¥ ... are the energies (per atom) of ith structure
and pure fcc Co calculated from first principles (see Sec. II),
S;; are the structural coefficients, ¢; is the concentration of Pt
atoms in ith structure, N, and N, are the total numbers of input
structures and pair interactions within the cluster expansion.
All N, input structures have equiatomic composition ¢; = 0.5.
Thus, the approach corresponds to the canonical cluster
expansion formalism.®’-%° Pure Co is considered in the fcc
state because the considered cluster expansion is fcc based.
Note that the choice of Co or Pt as a reference state in our
cluster expansion is arbitrary and gives equivalent results.

In Tables I and II, we present the results of bulk ab
initio calculations for all considered structures. Table II
demonstrates that the lattice parameter and tetragonality ratio
obtained for the L1y structure are in good agreement with
the corresponding values calculated and measured elsewhere.
However, the formation enthalpy, while in good agreement
with other theoretical data, differs significantly from the
experimental value.

We use the same N, = 23 equiatomic input structures as
in Refs. 18 and 19 for calculation of bulk cluster expansion
(i = 1-23in TableI). In Fig. 1, we evaluate the cross validation
(CV), least-squares fitting (LSF) errors,'>>> and order-disorder
transition temperatures for eight bulk cluster expansions with
Ny, =1,2,...,8 pair interactions. The corresponding pair
potentials V® and their Fourier transforms Vk(z) are presented
in Fig. 2. The minimum CV error (5.6 meV) is obtained for
N, = 4. Good convergence of the LSF error (4.6 meV) of the
order-disorder transition temperature (485-490 K), and of the
pair potential is also achieved at Ny = 4.

In Fig. 3, we compare the structural energies predicted
by the bulk cluster expansion (N; = 4) to those obtained
directly from first principles. In addition to the 23 input
structures used for calculation of the cluster expansion, we
also evaluated additional 13 equiatomic and 4 nonequiatomic
structures (see Table I). The obtained equiatomic bulk cluster
expansion demonstrates good predicability for equiatomic
structures. Moreover, we also obtained satisfactory numerical
accuracy for 4 near-equiatomic structures. This allows us to
use the obtained equiatomic cluster expansion in the vicinity
of equiatomic composition as well (see Sec. V).

Based on the obtained results, we consider the bulk cluster
expansion at Ny = 4 as the most appropriate for configura-
tional description of bulk equiatomic and near-equiatomic
Co-Pt. The numerical values of this cluster expansion are
listed in Table III. Note that the use of N, = 36 (taking all
equiatomic structures as input) instead of N, = 23 makes
negligible changes to the cluster expansion.
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TABLE 1. The values of ¢; [see Eq. (3)] as well as of
the formation enthalpies AH, ;.. = E{* — (1 — ) EE, ;.. — ¢i Episec
and AHg p. = E — (1 = ¢))E&, pep — CiEpigec determined with
respect to pure fcc Pt and pure fce/hep Co for all considered bulk
structures. The first 28 structures are defined in Ref. 19. APB(n) is
the L1, structure with regular parallel antiphase boundaries separated
by na distance (a is fcc lattice parameter). The structures 33-35 are
A, B, superlattices: V2-(111), W2-(311), Y2-(011). The D4 structure
is described in Ref. 72. The structures 3740 are described in the
Appendix. All values are in meV.

i Name €i AI-Ifzélc/fcc AI-Ihaclp/fcc
C; = 0.5
1 L1, 418.8 —98.4 —89.3
2 CH,APB(1) 443.7 —75.6 —66.5
3 APB(2) 424.2 —-95.1 —86.0
4 508.3 —11.0 -1.9
5 492.4 —26.8 —17.8
6 503.0 —16.3 —7.2
7 446.7 —68.5 -59.0
8 443.2 —-71.9 —62.5
9 440.4 —72.8 —63.6
10 434 .4 —78.7 —69.5
11 431.3 —81.8 —72.6
12 450.4 —66.2 —56.5
13 493.7 —21.6 —11.3
14 460.1 —55.2 —44.9
15 464.6 —47.6 —35.7
16 515.7 -3.8 10.2
17 500.0 —19.5 —5.6
18 442.0 —69.7 —64.3
19 454.5 —66.0 —-53.0
20 426.0 —92.5 —83.9
21 451.6 —64.9 —55.1
22 452.7 —63.8 —54.0
23 451.6 —67.5 —58.4
24 z2 456.1 —61.0 —52.0
25 444.0 —75.2 —66.2
26 447.8 —71.5 —62.4
27 437.8 —81.4 724
28 436.0 —83.3 —74.2
29 APB(1.5) 4322 —86.2 —77.2
30 APB(2.5) 4234 —-93.9 —84.9
31 APB(3) 423.0 —96.2 —87.2
32 L1, 473.7 —43.4 —34.4
33 V2 498.5 —18.7 —-9.7
34 w2 437.1 —80.0 —71.0
35 Y2 453.8 —63.3 —-54.3
36 D4 483.0 —34.1 —25.1
¢ =4/9,5/9
37 CosPy 365.5 —94.4 —84.4
38 Co,Pts 4934 —81.4 734
39 CosPty 397.9 —61.9 -51.9
40 Co,Pts 489.8 —85.0 —77.0

Our bulk cluster expansion gives 490 K for the Co-Pt order-
disorder transition. This is approximately half of the 1100 K
measured experimentally."*’~#° This result contrasts with the
case of Fe-Pt for which 1495 K was predicted within the same
formalism and 1572 K was observed experimentally.!® The
CV (5.6 meV) and LSF (4.6 meV) errors for the case of
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TABLE II. Lattice parameter a, tetragonality ratio c¢/a, and
formation enthalpy AH, . obtained for the L1, structure in
this paper compared with the corresponding values calculated and
measured elsewhere.

L1o-FM a (A) c/a AHE p.. (meV)
Expt. 3.80° 0.972° —140.1 £22.0°
GGA*® 3.81 0.977 —89.3
Other GGA! 3.82 0.973 —88.4
LDA¢ 3.75 0.967 —79.0
KKR-ASAY 3.78 0.984 —95.0

4Reference 70.
bReference 71.
“This study.

dReference 50.

Co-Pt are even less than those of Fe-Pt (13.5 and 10.6 meV,
respectively). Thus, the low Co-Pt transition temperature is not
a consequence of an insufficiently accurate cluster expansion.
The accurate cluster expansion is a mirror of the energies of
considered structures. Thus, the low transition temperature is
related to those energies. For instance, the formation enthalpy
of the L1 structure (—89.3 meV) and cluster-expansion-based
transition temperature (490 K) in Co-Pt are both approximately
three times smaller in absolute value than those of Fe-Pt
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A Monte Carlo (N =4)
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FIG. 1. The values of cross validation (CV), least-squares fitting
(LSF) errors (Refs. 19 and 55), and order-disorder transition tem-
perature Ty vs the number N; of pair interactions within the cluster
expansion. Ty is obtained within the ring approximation (Refs. 73
and 74) and Monte Carlo simulation (for N, = 4).
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FIG. 2. (Color online) Pair mixing potential V® in (a) real
and (b) reciprocal spaces obtained by cluster expansion fitting to
first-principles data at N, = 23, N, = 1,2, ...,8. The “distance” is
measured in fcc lattice parameter units.

(—240.5 meV and 1495 K, respectively). Moreover, as noted
above, the calculated and experimentally measured formation

0.25 ! ! ' B
—O— first principles

® cluster expansion —05 =409, )

0.20 (V=4, N=23) ' " 50
S

o 0.154 E
N—
,«D.N

\&. 0.10 E
&~

0.05 E

fitted predicted
0.00 — .
T T ; T
0 10 20 30
Superstructures

FIG. 3. The values of &; — VV¢; [see Egs. (2) and (3)] for 36
equiatomic (¢; = 0.5) and 4 nonequiatomic (¢; = 4/9,5/9) structures
(see Table I) calculated directly from first principles and through the
cluster expansion (N; = 4, N, = 23). The difference between two
energies characterizes the accuracy of cluster expansion. The first
23 structures are used in the cluster expansion fitting. The other 17
structures (including 4 near equiatomic) assess the predictive power
of cluster expansion.
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TABLE III. Cluster expansion unary V" and pair V® mixing
potentials calculated at Ny =4, N, =23 (see also Fig. 2). The
Cartesian coordinates of vector R are given in a/2 units, where a
is the fcc lattice parameter.

s R R| /a V® (meV)
1 110 0.707 41.4
2 200 1.000 —19.0
3 211 1.225 17.4
4 220 1.414 11.2

VO = 679.7 meV

enthalpies of the L1, structure are substantially different (see
Table II).

At higher temperatures, other factors not included in the
cluster expansion may become important. For example, the
consideration of paramagnetic rather than the ferromagnetic
structures considered here may shift the theoretical transition
temperature much closer to the experimental one.’® However,
the experimental magnetic phase transition occurs'# at
considerably higher temperature than the predicted atomic
order-disorder transition in Co-Pt. Therefore, the “ferromag-
netic” cluster expansion should be a reasonable approximation
in that temperature region. The vibrational free energy may
also contribute at high temperatures,” although it usually
decreases the transition temperature.”® The asymmetry of
the bulk phase diagram'** may be a sign of nonpair
interactions.”’” Nevertheless, we consider the obtained cluster
expansion to be reliable for qualitative estimation of config-
urational effects within the most technologically interesting
region of low/medium temperatures. In other theoretical sim-
ulations of Co-Pt,>>?678-32 the predicted bulk order-disorder
transition temperatures are substantially lower than those
measured experimentally.

From Fig. 2(b), it follows that the absolute minimum of the
Fourier transform of the pair potential is located not exactly at
the X = (100) k point [as in Fe-Pt (Ref. 20)], but rather near it.
This feature appears when we take into account four or more
shells of atomic interactions (N, > 3). Correspondingly, the X
diffuse-intensity peak splits as shown in Fig. 4. This splitting
is topologically different from the peak splitting in Cu-Au
(Ref. 83) and Cu-Pd.3*% Unfortunately, we were not able
to find experimental studies of high-temperature monocrystal
diffuse scattering at/near equiatomic composition in Co-Pt for
a comparison with our theoretical data.

The “non-high-symmetry” global minimum of Vk(z) can be
related to long-period structures appearing at low temperatures
and/or composition variation.***> Our Monte Carlo simula-
tions indeed reveal secondary phase transitions below the
disorder/L 1 transition at nonequiatomic compositions (see
Sec. V). This is in accordance with the adaptiveness of L1
on the fcc-restricted convex hull.” The predicted appearance
of low-temperature nonequiatomic secondary phases needs
further experimental verification.

IV. SURFACE POTENTIAL

The high ratio of surface to core atoms in nanoparticles
requires a modification of the bulk cluster expansion by
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FIG. 4. (Color online) Fourier transforms oy of the short-range
order parameters in (h,k,0) plane of the fcc Brillouin zone. It is
calculated within the ring approximation (Refs. 74 and 86) using the
bulk cluster expansion from Table III. Equiatomic composition ¢ and
two temperatures 7' are considered. T is the disorder/L 1, transition
temperature.

introduction of a surface potential. Following the approach
developed in Ref. 20, we consider the Co-Pt nanoparticle as a
truncated octahedron, which is the most often observed shape
in Pt-based nanoparticles.!%2%-33:3388-92 The (001), (100), and
(111) surfaces of a truncated octahedron with perfect L1
order are modeled considering three periodic slabs (see Fig. 5).
The perfect L1 slabs are transformed by swapping atoms of
different atomic layers. The surface potential is evaluated by
comparison of ab initio energies of transformed slabs. The
corresponding results (marked as “GGA”) are presented in
Table IV and Fig. 6.

The obtained ab initio results already reveal a tendency
for Pt surface segregation. This is because the slab energies
decrease in all cases when a Pt atom moves to the surface

(a) (001) (b) (100) (c) (111)
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FIG. 5. The unit cells of crystal structures representing atomic
slabs separated by vacuum used to model the nanoparticle’s facets.
Each slab is obtained from an unrelaxed L1, crystal structure along
(a) (001), (b) (100), and (c) (111) planes. Layers (L) and atoms are
enumerated. Fe and Pt atoms are marked as black and gray circles,
respectively.
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TABLE IV. Formation energies of (001), (100), and (111) slabs
(relative to perfect L1y) calculated from both first principles (GGA)
and using three cluster expansions (“CE”): “aniso2,” “so2,” and
“bulk” (see Table V). The slabs are identified by the label “L;;,” where
i and j indicate the layers between which the atoms are exchanged
(see Fig. 5). Two configurations are considered: ij and ij for every
choice of i and j. “Atom exchange(s)” describe the difference of slab
from the perfect L1, (see numbering of atoms in Fig. 5).

E — ELIU
Atom GGA CEaniso2 CEiso2 CEpuic

L;; exchange(s) (eV/at) (eV/at) (eV/at) (eV/at)

(001), Fig. 1(a)
78 14«15 0.035 0.035 0.040 0.012
78 14<>15,13<>16 0.070 0.071 0.081 0.026
67 11<14 0.021 0.021 0.020 0.006
67 11<14,12<>13 0.043 0.043 0.041 0.014
56 1011 0.008 0.006 0.006 0.006
56 10<11,9<12 0.020 0.014 0.014 0.014
45 710 0.008 0.006 0.006 0.006
45 89 0.016 0.014 0.014 0.014
34 58 0.006 0.006 0.006 0.006
34 6«7 0.011 0.014 0.014 0.014
23 36 0.000 —0.001 —0.001 0.012
23 4<5 —0.001 0.000  —0.001 0.026
12 2«53 —-0.034 —-0.031 —0.034 —0.007
12 14 —0.057 —0.061 —0.066 —0.012

(100), Fig. 1(b)
45 710 0.013 0.006 0.006 0.006
45 8«9 0.013 0.006 0.006 0.006
34 548 0.012 0.006 0.006 0.006
34 6<7 0.012 0.006 0.006 0.006
23 3<6 0.018 0.016 0.016 0.002
23 445 —0.004 —0.006 —0.006 0.008
12 23 0.043 0.038 0.040 0.013
12 1«4 —-0.026 —0.031 —0.033 —0.006

(111), Fig. 1(c)
45 710 0.019 0.018 0.018 0.018
45 89 0.018 0.018 0.018 0.018
34 5<8 0.020 0.018 0.018 0.018
34 6<>7 0.019 0.018 0.018 0.018
23 36 0.029 0.029 0.028 0.016
23 4<5 0.006 0.007 0.008 0.020
12 23 0.056 0.052 0.044 0.020
12 14 —-0.019 —-0.023 -0.014 0.010

from internal layers of perfect L1y (“Pt-up” in Fig. 6). When
a Pt atom is removed from the surface, the energies increase
(“Pt-down” in Fig. 6). The obtained absolute energy gains and
losses are larger than in Fe-Pt.?’ So, we expect stronger Pt
surface segregation in Co-Pt than in Fe-Pt. This is confirmed
below by values of surface potential and by simulations.
Pt surface segregation has been observed experimentally>®
and calculated theoretically>’™ in previous studies. The
Co surface segregation obtained in Refs. 25 and 26 can
be explained by a sensitivity of segregation tendencies to
the choice of atomic potential.’*8! A stronger Pt surface
segregation in Co-Pt than in Fe-Pt may be attributed to a larger
difference in atomic radii between Pt and Co than Pt and Fe.
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FIG. 6. (Color online) Graphical representation of the data from
Table IV. “Pt-up”/” “Pt-down” mean that Pt atoms move to/from the
surface of the perfect L1 slab.

In Table IV and Fig. 6, we also present the same energy dif-
ferences but given by bulk cluster expansion. Their comparison
with ab initio data reveals the considerably higher numerical
error of the bulk cluster expansion when atomic exchanges
in the two outer layers are involved. This illustrates the
necessity of cluster expansion modification near the surface.
The modification is done by varying the Pt unary lattice
potential V" as a function of atomic layer to better fit to the
slab ab initio data. So, formally we add an inhomogeneous
external surface potential into the cluster expansion. We
consider a number of such local cluster expansions with (a) one
or two external atomic layers affected by the surface potential
and (b) anisotropic or isotropic surface potentials.

The constructed local cluster expansions are presented in
Figs. 6 and 7 and Tables IV and V including the estimation
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TABLE V. Cluster expansions obtained for a description of nanoparticle configurational energies. “bulk” is the bulk cluster expansion
without accounting for surface effects. “isol” and “is02” (“anisol” and “aniso2”) designate the implementation of isotropic (anisotropic)
surface potential affecting one and two external layers, respectively. “100isol1” and “100iso2” are the hybrid cluster expansions for which
Vil = Vi) # V}1. The least-squares-fitting (LSF) errors characterize the atom exchange energies in two external layers (within each surface

and total).
Layers Cluster expansions
(Imn) i bulk isol is02 100iso1 100is02 anisol aniso2
VO — Vi V)
(001) 8 0 —0.436 —-0.219 —0.386 —0.182 —0.359 —0.157
7 0 0.000 0.217 0.000 0.204 0 0.202
2 0 0.000 0.217 0.000 0.204 0 0.186
1 0 —0.436 —-0.219 —0.386 —0.182 —0.395 —0.209
(100) 2 0 0.000 0.217 0.000 0.204 0 0.225
1 0 —0.436 -0.219 —0.386 —0.182 —0.403 —-0.179
(111) 2 0 0.000 0.217 0.000 0.257 0 0.257
1 0 —0.436 -0.219 —0.587 —0.330 —0.587 —0.330
LSF error (eV/at)
(001) 0.026 0.021 0.013 0.020 0.012 0.020 0.004
(100) 0.021 0.011 0.004 0.011 0.004 0.011 0.004
(111) 0.022 0.011 0.008 0.008 0.003 0.008 0.003
Total 0.024 0.017 0.010 0.016 0.009 0.015 0.004

of their accuracy in surface regions. We find that the bulk
cluster expansion is affected by the surface potential only at
the two external surface layers (see Fig. 7). This agrees with the
conclusion of Ref. 40 that migration and formation energies for
only two external Co-Pt(100) layers are different from the bulk.
The obtained surface potential implies surface segregation
of Pt (Co) at the first (second) outer layers. Pt segregation
(depletion) in the first (second) surface layers with almost
unaffected deeper layers have been observed experimentally.>

The bulk cluster expansion LSF error (24 meV) decreases
to 15-17 meV when a surface potential for a single outer layer
is included. The effect of surface potential anisotropy is small
in this case (2 meV). Accounting for the surface potential of
the second layer decreases LSF error further to 4—10 meV with
a larger anisotropy effect (6 meV).

In the nanoparticle simulations shown in the following,
we use the local cluster expansion with a two-layer isotropic
surface potential (“is02”). It gives low LSF error in the
surface region (10 meV) comparable with core CV (5.6 meV)
and LSF (4.6 meV) errors. The possible use of a two-layer
anisotropic surface potential (“aniso2”) would be considerably
more complicated but would not decrease the LSF error very
much. In fact, we do not need the surface LSF error to be
lower than that of the core. As we show in the following, the
obtained surface potential is so strong that Pt and Co atoms
occupy almost all lattice sites at the first and second atomic
layers, respectively. So, we expect that weak anisotropy would
hardly change the observed effects. We believe that such a
strong surface potential calculated from near-L1 structures
is unlikely to be much affected by atomic disorder at higher
temperatures.

In Co-Pt, the obtained “is02” surface potential (—0.22 and
0.22 eV at first and second layers, respectively) is stronger
than that of Fe-Pt (—0.13 and 0.2 eV).?° This should imply
a stronger rate of surface segregation in Co-Pt than in Fe-Pt.

Stronger surface segregation in Co-Pt than in Fe-Pt was
calculated directly from first principles.*'** In these cases,
segregation was stronger for the outer layer in Co-Pt than in
Fe-Pt in nanoparticles (with some tendency for Co and Fe to
segregate at subsurface layer).

V. MONTE CARLO SIMULATION
A. Bulk

The surface potential makes the atomic composition in-
homogeneous within a nanoparticle.’’ In order to better
understand the configurational behavior of nonequiatomic
Co-Pt, we first perform bulk Monte Carlo simulation using the
bulk cluster expansion. In Fig. 8, the temperature dependencies
of the bulk L1y order parameter at three atomic compositions
are presented. It is demonstrated that a considerable decrease
in the L1, order parameter is possible at low temperatures
if the composition deviates sufficiently from the equiatomic
value. Generally, the L1, order parameter measured within a
non-L 1, structure should be lower than in L1y. In particular,
the L1y order parameter is zero within the L1, structure.
We speculate that this decrease in the L1y order parameter
for ¢ = 0.40 corresponds to order-order and/or decomposition
phase transitions involving other structures. This is consistent
with the “non-high-symmetry” global minimum of Vk(z) (see
Sec. III) and with the “adaptiveness” of the L1, structure
related to the low energy of antiphase boundaries.?’

B. Truncated octahedron

We consider truncated octahedrons of five different sizes
described in Table VI. The atomic compositions are cho-
sen to satisfy the condition of perfect L1y order in the
completely ordered state for each particle. Because of the
surface geometry, such compositions are close but not equal
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FIG. 7. (Color online) The dependence of relative surface poten-
tial on the layer number in (a) (001), (b) (100), and (c) (111) slabs
corresponding to initial first-principles (GGA) data and three cluster
expansions: “aniso2,” “is02,” and “bulk” (see Table V).

to the equiatomic value for the case of small particles. The
diameter of a nonspherical particle can be defined in a
number of different ways’*>>0 as presented in Table VI. We
determine the diameters by the use of bulk 0.38-nm lattice
parameter. Thus, we neglect the lattice contraction due to the
surface tension, which may be substantial in case of small
particles.”

The results of Monte Carlo simulation for truncated octahe-
drons with near-equiatomic (see Table VI) total compositions
are presented in Fig. 9. The “is02” local cluster expansion is
used in all simulations. Figure 9(c) shows very strong Pt and
Co segregation at surface (first layer) and subsurface (second
layer) of particle, respectively. This is a direct consequence
of the strong surface potential (see Sec. IV). The surface
segregation causes the core composition to deviate substan-
tially from the equiatomic value (the smaller the particle,
the larger deviation). Note that, in Fe-Pt, the comparatively
weaker surface potential does not produce such a strong surface
segregation and the core composition is still close to the
equiatomic value.?°
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FIG. 8. Bulk L1, order parameter as a function of temperature
obtained by Monte Carlo simulation at three atomic compositions
¢ =0.5,0.47,0.4.

The first effect of surface segregation on the total L1
order parameter follows from comparison of Figs. 9(a) and
9(b). Namely, the total L1y order of the particle is lower
than that of the core. This is an obvious consequence of
low L1y order in the two outer atomic layers due to the
strong surface segregation. The effect is larger for smaller
particles. For example, the difference between total and core
L1y order is 31% and 77% for TO-10 and TO-3, respectively,
atT/ TObulk = 0.6. This effect in Co-Pt is stronger than in Fe-Pt
due to the stronger surface segregation.

The second effect of surface segregation on L1, order
parameter is indirect. Figure 9(c) demonstrates that a consid-
erable deviation of core composition from equiatomic value
takes place for small particles at low temperatures. This
deviation correlates with a substantial decrease of the L1,
order parameter. We speculate that nonequiatomic composi-
tion within the core initiates order-order and/or decomposition
phase transitions similar to bulk [compare Figs. 8 and 9(b)].
This effect is not observed in Fe-Pt nanoparticles” because the

TABLE VI. The characteristics of truncated octahedrons (“TO”)
used in Monte Carlo simulations. Dy is a diameter along the [100]
direction. Dy, is a diameter of the spherical particle with the same
volume (Ref. 22). D1g is the distance between truncated octahedron
corners along the diagonal (Ref. 20). N, is the total number of atoms.
P, is the total Pt composition. N3/ N is the fraction of atoms
at two external layers with respect to core. All diameters (in nm) are
calculated assuming bulk lattice parameter ay = 0.38 nm. Note that
the number of [100] atomic planes in a particle is even and equal to
double value of D;¢y measured in ag units.

Dioo Diowo Dgn  Dro

P Nsurf

(@) (mm) (nm) (nm) Ny Cowl W

TO-3 6 228 230 255 459 0512 440
TO-4 8 3.04 325 340 1289  0.510 1.81
TO-5 10 380 381 425 2075 0507 141
TO-7 14 532 531 595 5635 0505 0.82
TO-10 20 760 776 850 17561 0.503  0.47
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FIG. 9. (Color online) The temperature dependence of (a) total
and (b) core equilibrium L1, order parameters 77 [Eq. (1)] as well as of
(c) Pt concentrations (segregation profile) in two external layers and
internal core for five truncated octahedrons (“TO”) at near-equiatomic
compositions (see Table VI). In graphs (a) and (b), we also include
the data obtained by Monte Carlo simulation for the parallelepiped
(“ppd”) sample containing N = 403 atoms and by the analytical ring
approximation (Refs. 73 and 74), both representing bulk at equiatomic
composition. The core excludes two external layers of particle.

corresponding surface segregation is not sufficiently strong to
markedly change the core composition.

For further verification, we perform simulations for the
same particles but with higher total composition ¢ = 0.55 (see
Fig. 10). Figure 10(c) shows that the implied increase of total Pt
composition shifts the core composition closer to equiatomic
value and increases the Pt composition in the second layer.
Correspondingly, we get an increase of both core and total L1
order parameters for all particles. Only the core Pt composition
of the smallest particle TO-3 is still far from equiatomic value.
Accordingly, L1j order in TO-3 remains comparatively small,
still showing signs of order-order and/or decomposition phase
transition at low temperatures.

Remarkably, the composition effect on the L1, order can
be even stronger than the effect of particle size. For example,
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FIG. 10. (Color online) The same as in Fig. 9 but for all truncated
octahedrons taken at total Pt composition ¢ = 0.55.

the core L1y order in TO-5 particle is larger than in bigger
particles TO-7 and TO-10 at low temperatures for ¢ = 0.55
[Fig. 10(b)]. This is because the core Pt composition of the
TO-5 particle is the closest to equiatomic value among all
considered particles [see Fig. 9(c)].

The considered truncated octahedrons contain an even
number of (100), (010), and (001) atomic planes (see Ta-
ble VI). Thus, we are able to get complete L1, order at
(near-) equiatomic composition. The consideration of an odd
number of (100), (010), and (001) atomic planes®">> may be
another possible way to cohere a high L1, order and surface
segregation. It is out of this paper’s scope, but deserves future
consideration.

We avoid talking about the order-disorder transition temper-
ature for such small particles because the transition is smeared
and not well defined. Moreover, it is known (see Sec. 2.2.8
in Ref. 94) that there is no formal phase transition in a finite
system. The experimental phase transition is often attributed
to the lowest annealing temperature at which the ordered phase
appears in a small particle. However, a temperature determined
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in this way depends on kinetic properties as well as the relative
free energies that determine equilibrium properties.

VI. CONCLUSIONS

For an accurate description of the configurational behavior
of Co-Pt nanoparticles, both bulk and local (inhomogeneous)
cluster expansions are calculated from first principles. Only
two external layers of (001), (100), and (111) surfaces are
found to be affected by surface potentials. A strong Pt
and Co segregation to the first and second surface layers,
respectively, is observed in Monte Carlo simulation of Co-Pt
truncated octahedrons. So, the segregation takes a core/Co/Pt
or “onion2shell” profile.”>~’

The surface segregation produces a twofold effect on L1
atomic order. Directly, the L1 order in two surface layers is
decreased due to the surface segregation, thus decreasing the
total particle order as well. Indirectly, the surface segregation
results in a depletion of Pt within the particle core in small
Co-Pt nanoparticles. The depletion initiates a considerable
drop of L1, order at low temperatures because of the adaptive
character of the L1, structure on the fcc-restricted convex
hull.” However, it is shown that the L1, order can be
considerably restored by tuning the fotal composition of small
particles.

According to the bulk global convex hull,¥” the hcp structure
B19 is energetically degenerate with L1y, and the phase
separation into hcp D019 and fcc B2 structures becomes more
stable than L1j at low temperatures. So, below the fcc/hcp
phase transition, another reason for L1, destruction may exist,
if L1y is not stabilized kinetically.

The segregation tendencies in Co-Pt nanoparticles are
similar to those of Fe-Pt,?? but stronger. The large composition
variation predicted here for Co-Pt is not predicted for the
Fe-Pt particle core.”’ Another difference is the prediction that
the L1, structure is a deep global ground state”® in Fe-Pt
rather than an adaptive fcc-restricted ground state as in Co-Pt.
As a result, the equilibrium L1,y order does not drop for
low-temperature/small-size Fe-Pt equiatomic nanoparticles as
we predict for Co-Pt.

The consideration of vibrational’> and/or magnetic
degrees of freedom as well as the effect of particle substrate and
polymeric interparticle medium are potential ways for improv-
ing the model we have used. In particular, they are necessary
for more precise estimation of the temperature of bulk order-
disorder transition. However, the calculated surface potential
is so strong that the effect of particle environment should not
be dominant (especially at the second surface atomic layer).
In addition to the lattice contraction and change of particle
shape due to surface tension,”® the inclusion of effects of
edges and corners,'” kinetic factors and preparation condi-
tions, as well as surface and core reconstructions*!-#+82.101-103
may be essential for precise treatment of very small
particles.

The combination of the applied ab initio approach with
nanofabrication techniques is a promising direction for de-
signing new nanosystems with superior chemical, optical,
and electronic properties.'*1” For instance, the predicted
strong Pt segregation in the external layer of Fe-Pt and Co-Pt
nanoparticles may be important for applications by allowing
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nanoparticles to be produced at lower cost and higher oxidation
and corrosion resistance. The results reported here may also be
useful to those interested in understanding the transition from
“macroscale physics” to “nanoscale physics.”
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APPENDIX: ATOMIC COORDINATES OF THE
STRUCTURES

Here, we show the description of those structures that are
mentioned in the main text but have no known prototypes.
Everywhere, A = Co, B = Pt.

CosPt; (No. 37 in Table I)

This structure belongs to fcc-restricted convex hull of
bulk Co-Pt.” The structure Cos-Pts (No. 39 in Table I) is
isomorphic to this one.

Unit-cell basis vectors coordinates in Cartesian:

(1,0,0), (1/2,3/2,0), (1/2,0,3/2).

Atomic coordinates in Cartesian:

A: (1,1,0), (1/2,1,1/2), (1,0,1), (1/2,1/2,1), (1,1,1).

B:(0,0,0), (1/2,1/2,0), (1/2,0,1/2), (1,1/2,1/2).

CosPt; (No. 39 in Table I)

The structure Co4-Pts (No. 40 in Table I) is isomorphic to
this one.

Unit-cell basis vectors coordinates in Cartesian:

(1,0,0), (1/2,3/2,0), (1/2,0,3/2).

Atomic coordinates in Cartesian:

A: (1/2,1/2,0), (1,1,0), (1/2,0,1/2), (1/2,1/2,1), (1,1,1).

B:(0,0,0), (1,1/2,1/2), (1/2,1,1/2), (1,0,1).

C03 Ptg

This and the next three structures belong to a chain of 82
derivatives that belong to the global bulk convex hull of Co-Pt
or are very close to it.%

Unit-cell basis vectors coordinates in Cartesian:

(1,0,0), (1/2,3/2,0), (0,0,2).

Atomic coordinates in Cartesian:

A:(0,0,0), (1/2,0,1/2), (0,0,1).

B: (1/2,1/2,0), (1,1,0), (1,1/2,1/2), (1/2,1,1/2),
(1/2,1/2,1), (1,1,1),(1/2,0,3/2), (1,1/2,3/2), (1/2,1,3/2).

C02 Pt7

Unit-cell basis vectors coordinates in Cartesian:

(1,0,0), (1/2,3/2,0), (1/2,0,3/2).

Atomic coordinates in Cartesian:

A:(0,0,0), (1/2,1/2,0).

B: (1,1,0), (1/2,0,1/2), (1,1/2,1/2), (1/2,1,1/2), (1,0,1),
1/2,1/2,1), (1,1,1).
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COPts

Unit-cell basis vectors coordinates in Cartesian:

(1,0,0), (0,1,0), (0,1/2,3/2).

Atomic coordinates in Cartesian:

A: (0,0,0).

B: (1/2,1/2,0),
(1/2,1/2,1).

1/2,1,1/2), (0,1/2,1/2), (0,1,1),

PHYSICAL REVIEW B 86, 155401 (2012)

C02Pt13

Unit-cell basis vectors coordinates in Cartesian:

(1,0,0), (1/2,3/2,0), (1/2,0,5/2).

Atomic coordinates in Cartesian:

A: (0,0,0), (1,0,1).

B: (1/2,1/2,0), (1,1,0), (1/2,0,1/2), (1,1/2,1/2),
(1/2,1,1/2), (1/2,1/2,1), (1,1,1), (1/2,0,3/2), (1,1/2,3/2),
(3/2,1,3/2), (1,0,2), (3/2,1/2,2), (1,1,2).
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