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Quantum beats due to excitonic ground-state splitting in colloidal quantum dots
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The dephasing of PbS quantum dots has been carefully measured using three pulse four-wave mixing and
two-dimensional nonlinear optical spectroscopy. The temperature dependence of the homogeneous linewidth
obtained from the two-dimensional spectra indicates significant scattering by acoustic phonons, whereas the
excitation density dependence shows negligible excitation induced broadening in agreement with previous
results. The rapid dephasing is attributed to elastic scattering by acoustic phonons. However, two dephasing
components emerge, the short component that dominates the decay and a weaker longer decay, likely due to
“zero-phonon” dephasing. Quantum beats originating from two separate states can be observed, possibly revealing
an ∼23.6 meV splitting of the excitonic ground state. Finally, the emergence of biexcitonic effects enhanced by
the high quantum confinement is discussed.
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I. INTRODUCTION

The dephasing dynamics of electrons in semiconduc-
tor quantum dots have received recent attention because
of quantum computing devices, whereas lead chalcogenide
quantum dots have been the focus of recent studies largely
due to the discovery and characterization of multiple exciton
generation or carrier multiplication in these materials.1–3

Models attempting to explain the process of carrier mul-
tiplication that have been proposed suffer from insufficient
information about the structure of the excitonic ground state.4

The dephasing dynamics exhibited in the coherent response
of semiconductors is directly related to both the electronic
structure of the excitonic ground state and the many-body
interactions taking place. The diffracted signal in a four-wave
mixing (FWM) experiment measures explicitly the coherent
response of the semiconductor. In three pulse FWM, three
pulses are incident on the sample in directions ka, kb, and kc.
The nonlinear interaction gives rise to a signal in the direction
−ka + kb + kc. The phase conjugate pulse −ka and the second
pulse kb are separated by the time delay τ whereas pulse
kb and third pulse kc are separated by the population time
T [Fig. 1(b)]. By varying the time delay τ and monitoring
the FWM intensity, referred as time integrated FWM, the
dephasing time of excitons can be measured. In order to
monitor the third time evolution t additional time resolved
experiments need to be performed. Measuring the dephasing
time can provide a measure of the homogeneous broadening
of the system. Recently, greater insight has been obtained by
extending the methods of multidimensional Fourier-transform
spectroscopy into the optical domain. In the present two-
dimensional Fourier transform (2DFT) experiments the time
delays τ and t are monitored simultaneously and the phase
information is preserved. The Fourier transform with respect
to these two time delays leads to a two-dimensional map in
frequency domain where the ωτ and ωt axes are now correlated.
It is the phase preservation throughout the experiment that
makes these measurements challenging. In particular, in the
optical frequency range minute mechanical drifts can lead
to significant phase drifts comparable to the wavelength that

would lead to inadequate 2DFT spectra. However, instrumen-
tation developed recently consisting of an ultrastable platform
of nested and folded Michelson interferometers that can be
actively phase stabilized can overcome these challenges.5 The
advantages of multidimensional spectroscopy are well doc-
umented in the literature.6 In semiconductor nanomaterials,
2DFT spectroscopy has allowed accurate measurements of
the homogeneous linewidth and provided insight into the
microscopic details of the many-body interactions.7–10

II. RESULTS AND DISCUSSION

In this article we combine time integrated FWM mea-
surements with excitation density and temperature dependent
2DFT spectroscopy to probe the dephasing mechanism and
the electronic structure of excitons in PbS quantum dots.
Time integrated FWM measurements at different T delay
reveal an underlying long zero-phonon dephasing component
besides the rapid decay due to exciton-acoustic phonon
scattering. Quantum oscillations between two states split
by the intervalley coupling with an energy separation of
∼23.6 meV reveal a splitting of the excitonic ground state
predicted theoretically.11 High quality drop cast films of PbS
quantum dots were prepared with the intent of minimizing
scattered light. Absorption spectra of the films showed the
usual 1s exciton peak centered at 833 nm, corresponding to
∼3 nm diameter. The quantum dots were kept in vacuum
and in thermal contact with the liquid helium cooled finger
inside the cryostat. The FWM signal was collected in reflective
geometry as shown in Fig. 1(a) by mounting the cryostat at a
small angle off-normal. The implementation of this geometry
was very advantageous since it reduced significantly scattered
light and distortions of the beams experienced in transmission
measurements.

The nonlinear response of semiconductors can in most
cases be described by the third-order polarization induced by
the optical fields. In semiconductors the Coulomb interaction
between various polarization components cannot be ignored
and the optical Bloch equations must be suitably modified
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FIG. 1. (Color online) (a) Four phase stabilized linearly polarized
beams obtained from the MONSTR instrument described in Ref. 5
are focused on the sample, which is held in the cryostat at 5 K.
The cryostat is mounted at a small angle with the perpendicular to
the excitation beams in order to allow for the FWM signal to be
collected in reflective geometry. A replica of the focus is monitored
with the CCD camera. The interference pattern between the beams
is used to obtain the phase difference between laser pulse pairs. (b)
The sequence of the laser pulses used in the experiments, where
A∗ corresponds to the phase conjugate pulse. (c) Top view of the
experimental setup. In order to maintain phase stability between
the FWM signal and the reference beam, a HeNe laser propagates
the same path. The HeNe light is reflected back by dichroic mirrors
labeled as DCM and the interference pattern is detected with
the photodiode (PD). Similarly, as implemented in the instrument
(Ref. 5) any mechanical drifts are compensated using a piezoelectric
transducer (PZT) driven by a high speed loop filter.

to include Coulomb correlations. For an inhomogeneously
broadened system, if the second pulse arrives after a time
τ short compared to the dephasing time T2, it reverses the
phase evolution leading to the known photon echo. The
colloidal PbS quantum dots are a strongly inhomogeneously
broadened system due to their variation in size; therefore, the
time integrated FWM decays as exp(−4τ/T2), where T2 is
the dephasing time and is related to homogenous linewidth
according to γ = 2h̄/T2.12 The time integrated FWM signal
was collected at 5 K and the data is shown in Fig. 2(a) together
with single exponential fit and the instrumental response.
The signal decayed as exp(−4τ/T2) with T2 ∼ 440 fs. From
the measured dephasing time T2 a homogeneous linewidth
of ∼3 meV can be obtained, in agreement with previous
measurements.13 Low energy acoustic phonons can efficiently
scatter excitons in the highly degenerate spin states within
the manifold in PbS quantum dots and are generally thought
to be the mechanism behind the rapid dephasing in colloidal
quantum dots.13–18

However, 2DFT spectroscopy offers a more elegant and
direct way of measuring the homogeneous broadening. While

FIG. 2. (Color online) (a) Time integrated FWM for T = 0 fs.
Black squares are the experimental data whereas the red line is a
single exponential fit with T2 ∼ 440 fs. The dashed line corresponds
to the instrumental response assuming a 200 fs autocorrelation width.
(b) Temperature dependence of the homogeneous width obtained
from the cross diagonal profile of the 2DFT spectra. The black squares
are obtained from experiment, whereas the red line is fitting using
Eq. (1).

the profile along the diagonal of the 2DFT spectra marked
with a dashed line in Figs. 3(a)–3(c) reflects the width
of the inhomogeneous exciton ensemble excited, the cross
diagonal profile provides a direct measure of the homogeneous
linewidth. 2DFT spectra as a function of temperature were
collected. The homogeneous widths obtained from the cross
diagonal profile of the 2DFT spectra are plotted as a function
of temperature in Fig. 2(b). The temperature dependence of
the phonon broadening of excitonic transitions is thought to
be caused by acoustic phonon scattering at low temperature
and optical phonon scattering at higher temperature. The
elastic acoustic phonon scattering leads to a linear temperature
dependence and is given by the first term in Eq. (1),
whereas the scattering by optical phonons is proportional to
the phonon population of an average optical phonon with
frequency �. The temperature independent term γ ∗ reflects the
dephasing caused by the remaining contributions.19 The fitting
using Eq. (1) reproduces well the experimentally measured
linewidths. Infrared absorption measurements on PbS quantum
dots have shown a strong absorption centered around 95 cm−1

(11.8 meV) and attributed it to optical phonons which is
chosen here as the average phonon energy �.20 The fitting
shown in Fig. 2(b) leads to a = 75.3 μeV/K that indicates
significant acoustic phonon scattering as compared to other
nanomaterials:21

γ = γ ∗ + aT + b

exp(h̄�/kT − 1)
. (1)

Furthermore, a scattering cross section b = 7.7 meV of
excitons by optical phonons was also retrieved. Finally, the
temperature independent dephasing leads to the offset of the
curve at zero kelvin and is γ ∗ = 2.48 meV. Temperature
dependent absorption spectra performed on the same PbS
quantum dot film (not shown here) show a 12 meV reduction
in broadening from room temperature to 5 K. Assuming that
at 5 K the ∼160 meV width of the 1s exciton absorption peak
is predominantly inhomogeneously broadened due to the size
variation of the dots and performing a simple deconvolution
we obtain ∼30 meV reduction in the temperature induced
broadening of the homogeneous width between 5 K and
room temperature. This value is in good agreement with the
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FIG. 3. (Color online) Representative two-dimensional FT spec-
tra of PbS quantum dots at 5 K for different excitation densities,
(a) 1 mW, (b) 0.050 mW, and (c) 0.025 mW per excitation beam. On
top the amplitudes (A) are shown, whereas the bottom corresponds
to the real parts (R). The spectra were collected with T = 0 fs. Blue
(0) and red (1) correspond to the normalized intensity.

∼36 meV broadening that our fitting implies if the curve
is extended out to room temperature. Even if the dephasing
at these temperatures is to be attributed entirely to acoustic
phonon scattering, i.e., we perform a linear fit of the tem-
perature dependence in the range between 5 and 80 K and
neglect the second term in Eq. (1), a temperature independent
contribution γ ∗ larger than 2 meV still remains.

Another common source of excitonic dephasing at low tem-
perature in nanostructures experiencing high quantum confine-
ment are excitation induced effects, such as exciton-exciton
scattering.22 Exciton-exciton scattering plays an important role
in the dephasing of excitons in single-walled semiconducting
carbon nanotubes.23 In order to further investigate the role of
excitation induced effects we performed 2DFT experiments
over a broad range of excitation powers. The 2DFT spectra for
three representative excitation powers are shown in Figs. 3(a)–
3(c). Excitation powers from 1 mW and all the way to 25 μW
per beam were used to excite the quantum dots. However, only
a negligible reduction in homogeneous linewidth was observed
over the entire range. The homogeneous linewidth is measured
using the cross-diagonal linewidth of the 2DFT spectra. It
is difficult to accurately determine how many excitons per
dot are being created from the excitation density, since it is
ambiguous how many layers of dots are being excited, due in
part to the fact that signal is collected in reflective geometry.
However, for the lowest excitation density of 25 μW at a
repetition rate of ∼76 MHz and with a focal diameter of about
∼100 μm, an excitation of ∼1 × 10−3 excitons per quantum
dot is estimated. This assessment is an upper limit since it
assumes only one layer of quantum dots is excited. The long
excitonic lifetime component of at least one microsecond leads
to exciton accumulation in the sample within the repetition
time of the laser. Taking the repetition time of the laser into
account and estimating between 100 and 1000 excitons are
being created during the course of the excitonic lifetime, the
excitation density should still remain in average below one
exciton per quantum dot. Since the excitonic dephasing for
the lowest excitation density does not increase, we can safely
exclude excitation induced effects as the cause of the remaining

homogenous width. Using the method described in Ref. 24 the
absolute phase of the signal was obtained and the real parts
labeled with (R) in Fig. 3 were retrieved from the complex
amplitudes. The projection of the real part of the 2DFT spectra
on the ωt axis was compared with differential absorption data
to probe to accuracy of the retrieved phase. The dispersive
line shape has been associated with many-body effects in the
literature.25

The PbS semiconductor defines a new excitonic prototype,
in that both the valence band maximum and the conduction
minimum originate from the L valleys of the bulk fcc
Brillouin zone. Because the L valley is eightfold degenerate
including spin, the dimension of the excitonic manifold is 64.
Theoretical calculations predict that the excitonic ground state
is split by the intervalley coupling (IVS) into two manifolds
with energy separation anywhere between 10 and 80 meV
depending on the quantum dot diameter.11 These manifolds
are again split into spin degenerate bright (B) and dark
(D) states by the electron-hole exchange interaction (ES)
with an energy separation of a few meV. In the present
work we focus on the dephasing mechanism of excitons in
PbS quantum dots. However, transient population and spin
grating as well as photoluminescence lifetime measurements
have provided important insights into the electronic structure
of these nanostructures. Beside the known long population
dynamics due to phonon-assisted single phonon thermalization
and Auger nonradiative recombination, two decay components
due to spin relaxation were observed, providing details into
the complicated electronic structure of the excitonic ground
state in PbS quantum dots.4 The two main decay components
of 290 fs and 790 fs were attributed to transitions between
states arising from intervalley splitting and states split by the
electron-hole exchange interaction, respectively. Furthermore,
temperature dependent photoluminescence lifetime measure-
ments on 2.5 nm diameter quantum dots have inferred a
splitting of the excitonic ground state of 21.8 meV.26 The
spin relaxation studies have revealed transitions between the
intervalley split states and states split by the electron-hole
exchange interaction obscured in the population relaxation,
which relax within the first picosecond and could possibly
affect the excitonic dephasing. The time integrated FWM
was measured at different T values and are shown in
Figs. 4(a)–4(d). The time integrated FWM at T = 200 fs is
plotted in Fig. 4(a) together with the data for T = 0 fs for
comparison. The overall decay pattern changes as compared
to T = 0 fs exhibiting somewhat periodic oscillations. In
order to investigate the nature of these rapid oscillations T

was increased by a small increment to T = 250 fs, about
half the period of the observed oscillations. However, no
significant change in the decay was observed as indicated
by the exponential fitting. At T = 1 ps two distinct decay
components become visible with clear periodic oscillations
between them and with a period of ∼175 fs corresponding to
an energy separation of ∼23.6 meV. It should be pointed out
here that the dephasing rates do not change with the time delay
T , but likely the intensity ratios change.

The quantum oscillations have been analyzed on the basis
of a three-level model that has been used successfully in
the past.27,28 According to this model, it can be shown
that the intensity of the third-order diffracted polarization is
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FIG. 4. (Color online) Time integrated FWM for different T

delays (red) as compared to the T = 0 fs FWM decay (black)
(a) T = 200 fs and (b) T = 250 fs. Squares represent experimental
data, whereas lines are the exponential fits. (c) For T = 1 ps (black
squares) a longer dephasing component starts to emerge and the
dephasing curve exhibits periodic oscillations. The blue squares are
the experimental dephasing for T = 0 ps shown for comparison.
The dominating rapid component observed decays at the same rate
of ∼440 fs as for T = 0 ps, whereas the longer component has a
dephasing rate of at least four picoseconds. Furthermore, the periodic
quantum oscillations for T = 1 ps are shown together with the fit
obtained using Eq. (2) (red line). The time integrated FWM data
was collected at an excitation density of 1 mW per excitation beam.
(d) Schematic of the excitonic ground state showing the two split
state by the intervalley coupling (IVS) which are again split into dark
(D) and bright (B) states by the electron-hole exchange (ES).

given by

I (τ ) = �(τ )

(
w2

1

2γ1
+ w2

2

2γ2
+ 2w1w2(γ1 + γ2)

(γ1 + γ2)2 + (�E)2

)

× [
w2

1e
−2γ1τ + w2

2e
−2γ2τ

+ 2w1w2cos(�Eτ )e−(γ1+γ2)τ
]
. (2)

Here � is the Heaviside step function, γ1,2 and w1,2 are
the dephasing rates and the spectral weights of the two
transitions, �E is the energy separation between the two
levels, and τ is the delay between first two pulses. The
model provides a good description of the data and allows
the determination of the various dephasing rates by fitting
the calculations to the experimental data. Figure 4(c) shows a
comparison of the experimental data with the calculated curve
using the spectral weights w1 = 1, w2 = 0.18, the dephasing
rates γ −1

1 = 0.44 ps, γ −1
2 = 4 ps, and �E = 23.6 meV. The

fitting model is sensitive to the dephasing rates γ −1
1 and γ −1

2 .
Attempts to reproduce the quantum beats using two equally
short decay components of ∼0.44 ps lead to less adequate
fitting. Small discrepancies near τ = 0 ps are due to the
fact that the model neglects the finite temporal width of the
laser pulses. We attribute the oscillation to quantum beating

between the coherently excited intervalley split excitonic states
with the energy separation of 23.6 meV, whereas the longer
decay component to the zero-phonon dephasing rate.18,26 A
schematic of the electronic structure of the excitonic ground
state is shown in Fig. 4(d) showing the intervalley splitting
and exchange splitting into bright and dark states. Recent
experimental work has demonstrated the existence of the zero-
phonon dephasing in CdSe colloidal quantum dots and have
attributed its dephasing time to spin flips between the dark and
bright states.29 When invoking a three-level model, there are
two possibilities that could explain the origin of these quantum
oscillations observed here. One of the two IVS states shown
in Fig. 4(d) could be significantly less affected by acoustic
phonon scattering, allowing excitons to dephase at their zero-
phonon dephasing rate or both levels are affected similarly
and quantum oscillations between both dephasing components
in two different levels sharing the same ground state are
observed. The inhomogeneous broadening would damp the
beating amplitude depending on the degree of correlation.30,31

Coherent LO phonons can certainly generate oscillation when
the time delay T is scanned which can affect the dephasing
rate τ according to the oscillation period along T , but should
not generate beating in τ .14 Propagation effect can generate
oscillations between two uncoupled states but are less likely in
the present case since the data was collected in reflection geom-
etry. Furthermore, propagation effects lead to nonequidistant
oscillations. The period of the oscillations increases as the time
delay τ increases.32,33 However, biexcitons in the presence
of strong inhomogeneous broadening are shown to generate
beats in the time integrated FWM signal.34–37 In fact, the time
integrated FWM technique allows one to measure precisely
the biexciton binding energy in an inhomogeneously broad-
ened system, where the inhomogeneous broadening exceeds
the biexciton binding energy. In this case the period of
oscillations corresponds to the biexciton binding energy. The
∼23.6 meV separation measured in our sample would suggest
a rather large binding energy. The biexciton binding energy
has been measured for II-VI CdSe\ZnSe core\shell quantum
dots and is in the range of ∼20 meV.38,39 Even larger binding
energies can occur in CuCl quantum dots.40,41 Furthermore,
the biexciton binding energy can increase significantly with in-
creasing quantum confinement.40–43 The PbS quantum dots ex-
hibit very strong quantum confinement due to the large exciton
Bohr radius and therefore could exhibit large biexciton binding
energies.

III. CONCLUSIONS

In conclusion, the dephasing mechanism of PbS colloidal
quantum dots was carefully measured using time integrated
FWM and 2DFT spectroscopy. The temperature dependence
of the homogeneous linewidth in the temperature range of 5
to 80 K is well reproduced by a model that takes into account
acoustic phonon scattering and broadening due to optical
phonons. Furthermore, in addition to the dominant rapid
dephasing caused by acoustic phonon scattering, a second
much longer underlying component is observed. The longer
component could be attributed to the zero-phonon dephasing
rate. Quantum oscillations between the two components
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most likely originating from two different intervalley split
levels are well reproduced by a simple theoretical model.
Finally, it was pointed out that biexcitons can generate
periodic oscillations in the time-integrated FWM decay in the
presence of strong inhomogeneous broadening. The period
of the oscillations would correspond to the biexciton binding
energy.
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E. Borovitskaya, K. Leonardi, and D. Hommel, Phys. Rev. Lett. 82,
1780 (1999).

39I. A. Akimov, J. T. Andrews, and F. Henneberger, Phys. Rev. Lett.
96, 067401 (2006).

40R. Levy, L. Mager, P. Gilliot, and B. Hönerlage, Phys. Rev. B 44,
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