PHYSICAL REVIEW B 86, 085201 (2012)

Analysis of phonon-induced spin relaxation processes in silicon
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We study all of the leading-order contributions to spin relaxation of conduction electrons in silicon due to
the electron-phonon interaction. Using group theory, the k - p perturbation method, and the rigid-ion model,
we derive an extensive set of matrix element expressions for all of the important spin-flip transitions in the
multivalley conduction band. The scattering angle has an explicit dependence on the electron wave vectors, phonon
polarization, valley position, and spin orientation of the electron. Comparison of the derived analytical expressions

with results of empirical pseudopotential and adiabatic band charge models shows excellent agreement.
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I. INTRODUCTION

Silicon is an ideal material choice for semiconductor spin-
based devices.' It has a relatively weak spin-orbit coupling,
which leads to a negligible probability of flipping the electron’s
spin during a scattering event. Furthermore, the Dyakonov-
Perel spin relaxation mechanism is absent in bulk silicon due
to its inversion symmetry (i.e., no intrinsic magnetic field
around which the electron spin precesses).* Finally, the zero
nuclear spin of its naturally abundant isotope suppresses spin
relaxation by hyperfine interactions.>® These characteristics
have motivated a wide interest in silicon spintronics.’~!”

In cases where spin dephasing by precession is weak, the
spin relaxation rate is set by spin-flip scattering. For conduction
electrons in crystals, this scattering is described by a matrix
element of the form (k,, {s |Hst|Ki, ffs), where the states
are identified with wave vector k due to the translational
symmetry. For a given spin-flip mechanism (Hg), this matrix
element depends on the initial and final state wave vectors
k; and kj, as well as on the spin orientation s. In silicon,
conduction electrons reside in six valleys near the edges of the
Brillouin zone, as shown in Fig. 1(a). The valley centers are
positioned on the A axis connecting the I' and X points. In
multivalley semiconductors, the electron remains in the same
valley after an intravalley scattering and it switches valleys
after an intervalley scattering. Figure 1(a) shows examples of
intervalley scattering in silicon, where g and f processes refer
to electron scattering between opposite valleys and between
valleys that reside on perpendicular crystal axes, respectively.
When dealing with spin-flip scattering, the spin orientation
(s) further breaks the scattering symmetry. The resulting
anisotropy in spin relaxation depends on the projections of
s on crystallographic axes [Fig. 1(b)].

Spin-flip mechanisms can be classified into Yafet and Elliott
processes. The former involves spin-dependent interaction,
whereas the states are viewed as pure spin states.'® Examples
of spin-dependent interactions include the spin-orbit coupling
of the host crystal via electron-phonon interaction (Hg ~ §R -
V Vi), spin-orbit coupling of defects via electron-impurity
scattering (Hs ~ VVipp X p-0), and electron-nuclear hy-
perfine interaction (Hg ~ AS - I). The Elliott processes are
governed by spin mixing in the electron states due to the
crystal spin-orbit coupling, whereas the interaction is spin
independent (e.g., SR - VV).!° In this paper the focus is on
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spin relaxation due to the electron-phonon interaction where
the interplay between Elliott and Yafet processes plays a key
role in setting the intrinsic spin lifetime. In Sec. II we provide a
general overview of the spin relaxation mechanisms in n-type
silicon and we show that the electron-phonon interaction
dominates the spin relaxation of conduction electrons over
a wide range of temperature and doping conditions.

The spin relaxation due to electron-phonon interaction in
silicon was studied using different theoretical approaches. The
seminal works of Overhauser, Elliott, and Yafet enabled an
approximate quantitative connection between the spin and mo-
mentum relaxation times via the shift of the g factor.'®2° Yafet
also derived a general form of the intravalley scattering by
acoustic phonon modes.'® Intervalley scattering was included
in three recent works.?'~>* Numerical analysis of the measured
spin relaxation times above 50 K in intrinsic silicon was
carried out by Cheng, Wu, and Fabian.?? The analysis included
calculation of electron energies and states using an empirical
pseudopotential model (EPM),?* of phonon dispersion and
polarization vectors using an adiabatic bond charge model
(ABCM),? and of arigid-ion model approximation to describe
the electron-phonon interaction.?® An analytical approach was
then developed by Li and Dery using a compact spin-dependent
k - p Hamiltonian model around the zone edge X point.?! This
model was then used to derive the dominant spin-flip matrix
elements where the spin-orbit coupling signature appeared
only in the expansion of electronic states. The electron-
phonon interaction, on the other hand, was mimicked by a
phenomenological connection with deformation potential and
scattering parameters. In another recent theory, Tang, Collins,
and Flatté have used a tight-binding model to calculate the
spin relaxation in strained silicon and germanium.??

In this paper we present a comprehensive theory of
phonon-induced spin-flip mechanisms of conduction electrons
in bulk silicon. Matrix elements are derived using two different
approaches based on whether they are wave-vector dependent
or not. Table I presents the power-law dependence for spin-flip
and spin-conserving matrix elements as well as the theoretical
approaches to derive their forms. When transitions between
valley-center states do not vanish [i.e., M (kg,s; kj, £s) # 0,
ko, k; at respective valley centers], group theory can be
used alone to derive explicit forms of their matrix elements
including the spin orientation dependence. As shown in the
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FIG. 1. (Color online) (a) Valley positions and high symmetry
points in the Brillouin zone. Valley centers are about 0.15 x 27 /a
from the X points where a is the lattice constant. Also marked are
representative intervalley transitions by g and f processes. (b) The
spin orientation (s) with respect to the crystallographic axes.

right column of the table, spin-conserving scattering is wave-
vector independent other than with long-wavelength acoustic
phonons. On the other hand, spin-flip scattering is wave-vector
independent only for the f process, whereas other processes
have higher power-law dependence than in spin-conserving
scattering. As aresult, the f process is dominant in spin relax-
ation, whereas its weight is comparable to other processes in
momentum relaxation. In the next three paragraphs we discuss
key aspects of the present work, including an explanation of the
approach to derive wave-vector-dependent matrix elements.
For every type of electron-phonon scattering, we express
the leading-order spin-flip matrix elements as functions of
the electron wave vector (k), phonon polarization (§), valley
position of the electron, and its spin orientation (s). For the
important f process we derive a complete set of selection
rules by rendering double group representation matrices in
conjunction with time-reversal symmetry. This approach is
more informative than the common practice of using the
character table since it distinguishes between momentum
and spin scattering processes, it unambiguously identifies
parameters for both processes, and it is generalized for any spin
orientation. The latter is important in analyzing experimental
measurements where the orientation of injected spins is

TABLE I. Power-law dependence of leading-order matrix ele-
ments for all types of electron-phonon scattering. K, , are the initial
and final electron wave vectors. q and K denote their difference and
average, respectively. Intravalley scattering is divided to interaction
with long-wavelength optical (OP) and acoustic (AC) phonons. Also
mentioned are theoretical approaches to derive explicit forms of the
matrix elements (beyond the power-law dependence). See text for
further details.

MKk,,s; ko, —8) M(K,s; ky,s)

f-process k-independent; k-independent;
double group single group

g-process linear-in-K; k-independent;
“Kk - p” + single group single group

Intravalley AC, quadratic-in-q; AC, linear-in-q;

OP, linear-in-q;
“k - p” + single group

OP, k-independent;
“k - p” + single group”
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dictated by the shape and magnetocrystalline anisotropy of
ferromagnetic contacts or by the propagation and helicity of a
circularly polarized light beam.

In the analysis of intravalley and g-process spin flips we
employ a different approach. Derivation of selection rules
in these cases cannot be carried out solely by group theory
because the spin-flip matrix elements are wave-vector depen-
dent. Instead, we utilize a combined approach that involves
spin-dependent k - p, rigid-ion, and group theories. Ad hoc
selection rules are derived for electron-phonon interaction
between basis functions that appear in the k - p expansion of
states around the valley center. The selection rules are derived
from single group theory whenever multiple bands have to
be included in the k - p expansion. Double group bares no
advantage in this case. This theoretical procedure allows us to
include the crystal symmetry not only in the electronic states
but also in the electron-phonon interactions. One outcome
is that new scattering-angle symmetries are revealed. We
derive appealing matrix element forms by employing an elastic
continuum approximation for diamond crystal structures. A
second outcome is that the out-of-phase motion of atoms in
the primitive cell is quantified and shown to play a role in
all types of intravalley spin-flip processes including scattering
with acoustic phonons.

In this paper we thoroughly study the proximity effect
between the lowest pair of conduction bands in silicon. In
his seminal work, Yafet showed that the intravalley spin-flip
matrix element due to scattering with acoustic phonon modes
is proportional to the general form CAgq?/E?, where C
is a deformation potential constant, E, is the energy gap
from bands where the spin-orbit coupling is considered (upper
valence bands), and Ay, is the strength of the coupling.'® The
quadratic dependence on the phonon wave vector (¢2) is a
consequence of time-reversal and space-inversion symmetries.
This quadratic dependence allowed Yafet to predict the
T—5/? temperature dependence of the spin lifetime due to
intravalley electron scattering with acoustic phonon modes.
Yafet’s general matrix element, however, misses two important
features. First, the scalar form of this matrix element does not
provide details of the dominant phonon modes and cannot
capture the dependence on directions of q and s. Second,
the interband deformation potential between the lowest pair
of conduction bands plays a crucial role in intravalley spin
relaxation of silicon. As a result, Ay/E g should be replaced
by A /(E,Ac), where Ac denotes the band gap between the
two conduction bands at the valley center.”! This interband
coupling is a unique feature of the conduction band in silicon.
It results from the proximity of the valley center to the
two-band degeneracy at the X point. This coupling also
explains the discrepancy between theoretical predictions of the
spin lifetimes in strained silicon.'®?? This discrepancy can be
resolved by inclusion of d orbitals in the tight-binding model
to correctly capture the electronic behavior near the X point.>’

A. Paper organization and outline of central results

This paper is organized as follows. Section II surveys
various spin relaxation processes in n-type silicon. Section 11T
provides a theoretical framework for the electron-phonon
interaction. The dominant f process is studied in Sec. IV.
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Using four scattering constants, Eq. (17) lists explicit forms
of the f-process matrix elements as functions of the phonon
symmetry and of the spin orientation. In Sec. V we present
detailed derivations and extensive results of intravalley and
g-process spin flips. This section begins with an introduction
of the special features and tabulation of representative results
(Table V). Selection rules and Hamiltonian forms are intro-
duced in Sec. V A, as well as accurate state vectors up to
quadratic-in-k terms. Sections V B—V D include derivations
of the core spin-flip matrix element expressions with spin
orientation dependence [Egs. (57)—(59) with their deformation
potential constants defined in Eqs. (46), (48), and (55)]. Some
insights about the relation between analytical derivation and
EPM are discussed in Sec. VI. Spin lifetimes from integrating
analytical matrix elements [Egs. (61)—(63)], as well as different
levels of numerical calculations, are presented and compared
in Sec. VII. Section VIII includes a summary of results and
an outlook on future work. Appendixes A—F include technical
details from different derivation phases.

II. SPIN RELAXATION PROCESSES

Spin lifetime of electrons in n-type bulk silicon varies by
more than 12 orders of magnitude with changing temperature
and doping conditions.”®*° We summarize the important
mechanisms using the map in Fig. 2.

In the low-temperature and nondegenerate regime (region
1), electrons freeze on isolated donor sites. The ground state
is split into six states (without spin) due to valley-orbit
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FIG. 2. (Color online) Diagram of dominant spin relaxation
mechanisms in n-type silicon as a function of temperature and donor
concentration. It is applicable at or near equilibrium conditions. In
region 1 electrons are localized on isolated impurity sites. In regions
4 (3) they populate the conduction (impurity) band. Region 2 is a
precursor of the impurity band (donor clusters). Region 5 includes
more than a single phase. Transitions between regions are generally
gradual and colors as well as dashed borderlines are added for ease of
illustration. The findings in this paper are relevant for nondegenerate
conditions (<10'7 cm™3) in region 4.
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coupling.*® For typical shallow donors such as phosphorus the
singlet (nondegenerate) state is located ~45 meV below the
conduction band edge, while the doublet (twofold degenerate)
and triplet (threefold degenerate) states are only slightly split
and located ~35 meV below the conduction band edge. The
extremely long spin lifetime of localized electrons in region 1 is
governed by electron-phonon Raman processes and by hyper-
fine interactions with the nonzero nuclear spin of the impurity
or Si?? isotopes.***1* As an example, we mention the Orbach
process which was shown by Castner to dominate between 5
K and 20 K.>* Spin flips at the low-energy singlet state are
caused by phonon-induced virtual transitions to intermediate
triplet states at which the spin-orbit coupling admixes spin-up
and spin-down components. This process requires an initial
absorption of a ~10 meV phonon to mediate a singlet-to-triplet
transition followed by phonon emission to transfer the electron
back to the singlet state but with opposite spin.

The spin relaxation in region 3 of Fig. 2 is due to the
formation of an impurity band. At these low temperatures
and intermediate donor concentrations, the impurity band is
populated and separated from the nearly empty conduction
band. Compared with region 1, the spin relaxation is enhanced
by orders of magnitude due to the overlap of wave functions in
different impurity centers.>! On the insulator side (region 2),
the spin relaxation is governed by exchange interactions be-
tween localized electrons and by rich hyperfine configurations
of donor clusters.>*36> In barely metallic samples (region 3)
the spin admixture is increased by broadening of the triplet
and singlet bands.*®® Spin relaxation is then governed by
exchange and motional narrowing when electrons travel across
the (random) potential.*0-44-48-56

Spin relaxation in region 4 of Fig. 2 is of conduction elec-
trons. Transition into region 4 is made either by increasing the
temperature (electrons are thermally excited to the conduction
band) or when the impurity band is merged into the conduction
band (heavily degenerate doping). Region 4 is pertinent to
spintronic devices in which electrons are swept away from the
magnetic junction.**-7-% Then, the relaxation is governed by
impurity scattering (degenerate doping) or by electron-phonon
interactions (nondegenerate doping). In lateral spintronic
devices, on the other hand, electrons are kept at the vicinity of
the contact,73 and the transport is affected by the geometry
and properties of the contact.”*®! Spin lifetimes that exceed
the 1-ns scale were recently reported in lateral devices that
incorporate a highly degenerate n-type silicon channel 3287
These reports suggest that impurity scattering in the bulk
silicon channel plays an important role in heavily degenerate
lateral devices that rely on spin accumulation.

Electron-phonon interaction plays a key role in the nonde-
generate doping regime of region 4. In nearly intrinsic condi-
tions, it dominates the spin relaxation already above ~30 K.*
while at ~10'7 cm~3 it dominates above ~100 K. The increase
in temperature is brought by the extended range at which
freeze-out conditions persist, by exchange between free and lo-
calized electrons, and by scattering from ionized impurities.>’
For transport at large applied electrical fields (where Fig. 2 is
no longer valid), the electron-phonon scattering dominates the
spin relaxation of conduction electrons at all lattice temper-
atures since the effective temperature of drifting electrons is
significantly higher than the lattice temperature.®3%
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Electron-impurity scattering dominates the spin relax-
ation of conduction electrons in highly degenerate doping
concentrations (top part of region 4). An important aspect
is that at intermediate and degenerate concentrations the
impurity type influences the spin lifetime (irrespective of the
temperature).****° The original Elliott-Yafet theory, on
the other hand, suggests that the spin-orbit coupling of the host
crystal (rather than of the impurity) determines the spin relax-
ation of conduction electrons.'®!” Finally, in region 5 several
processes coexist and provide measurable spin relaxation. At
donor concentrations of 10°~10!7 ¢cm—3, Lépine showed that
the spin relaxation is governed by exchange between free and
localized electrons, by the larger spin-orbit coupling of triplet
states, and by the modulation of the hyperfine field (when
electrons make thermal transitions between localized states).>”
At lower donor concentrations, the role of electron-phonon
scattering increases since the relative fraction of electrons in
the conduction band increases.***""

III. ELECTRON-PHONON INTERACTION

Within the harmonic approximation framework the

electron-phonon interaction is generally described by”!%>
Hep =) 0Rja - Vi, Vulr — Rjo), @)
Jj.o

where j sums over N primitive cells and o« = {A, B} labels
the two atoms of a primitive cell with the origin chosen
at their midpoint position, T = t4 = —t5 = —(a/8)(1,1,1).
An atom position is then denoted by R, = R; + 7, and its
potential by

V) = ValDT + s [VVa®xpl 0. (@)
msc

7 is the 2 x 2 identity matrix and o is the vector of Pauli

matrices. The first (second) term is the bare potential (spin-

orbit coupling), and it corresponds to the Elliott (Yafet) part of

Hep. The atom vibration in Eq. (1) is expressed as

SRjo = Y /21 /[po(@Na’]lagéa(@e' ™" +Hel, (3)
q

where p is the material density and w(q) is phonon frequency.
aq is the annihilation operator, & is the normalized phonon
polarization vector,” and “H.c.” stands for Hermitian conju-
gate. The square-root prefactor is written in accordance with
> |4 = 2 (the number of atoms in the primitive cell).
Using crystal momentum conservation together with identi-
ties of phonon creation, (nalafing) = V/ni + 18,,.n,+1, and
annihilation, (nz|al|ni) = /n18u, n,—1, we write the transition
amplitude of an electron from wave vector k; to k; by

(kz, £ s:n(q) = 1[HeplKi,8: n(q))

/ 2h / I 1
= — W n(q)+§i§ X (kz,:l:SlHep“(],S),

“

where

Hep = Zga(q)eiqRﬂ : Vrvat(r - RJO‘)’ (5)

J.a
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q = ky — ki, n(q) is phonon occupation (Bose-Einstein dis-
tribution at thermal equilibrium), and {s, — s} = {f}s , {s}
denote the spin-up and spin-down states. Due to time-reversal
and space-inversion symmetries each band at wave vector K is
spin degenerate and we can define its states with respect to the
spin orientation s, such that

<k7l’L7 ﬂs |d : §|kvl/‘» ﬂs) = _(kvuﬂ ‘U’S |0' : §|k,,bL, U’S) 2 07
(Kot s |0 - §1K.pt. Ug) = 0, ©)

where p is the band index. Mixed by spin-orbit interaction,
the defined spin-up and spin-down states (}, {}) are not pure
spin states (1, |).

Based on the symmetry of electron and phonon states we de-
rive selection rules for M(Ky,8; ks, £8) = (ky, & s|Hp[K1,S).
It is often convenient to work with interaction that has a
fixed parity under space-inversion operation of the crystal.
We convert Eq. (1) into in-phase and out-of-phase parts,

Hep = — Z SRT - V. Vi(r —R)),
j,x

1
SR = (R4 £ 5Rp), )
Vi(r) = Va(r — 74) = Vu(r — Tp).

The (anti)symmetrized cell potential V) is associated with
the in(out-of)-phase motion. Using the crystal translational
symmetry,”* 3 ¢/ V. (r — R;) coupled between states at
k; and k; is further reduced to NVV.(r)dq ik, —k,,g, g being
a reciprocal lattice vector. With Eq. (5), the matrix element
becomes

M(ky,s; Ko, £5) = (Ko, £ 8| HeplKy,8)
=N E5q) - (ka. £V, Ve)kps),
+

®)

where in-phase and out-of-phase polarization vectors

E(q) = [E4(q)e'9™ £ E5(q)eM™"]/2 ©)

satisfy |€%|> + |£7|> = 1. In what follows we abbreviate the
notation and absorb the scaling factor into the matrix element
definition (i.e., N(---) — {(---)).

In the analysis of intravalley scattering, explicit forms of
polarization vectors are utilized. To gain further insight of
their symmetries we invoke the elastic continuum approxi-
mation for diamond crystal structures (incorporating internal
displacement).”>’ Table II lists forms of & (q) in the long-
wavelength limit where A is the phonon mode. The in-phase
polarization vectors of acoustic modes (first three rows) are
of the order of unity while their out-of-phase vectors (fourth
row) are of the order of ga /2w < 1. They flip roles for optical
modes (i.e., order of unity for out-of-phase and the order of
qga/2m for in-phase vectors). Components of out-of-phase
vectors relate to the in-phase components and embody the
structure of the two-atom primitive cell,

1 . )
£ 0@ = SE@EY =N 4y Tnegnés (@)

m,n

Here, A denotes any of the acoustic modes and {,m.n
are cyclic permutation of the coordinates. In writing the
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TABLE II. In-phase and out-of-phase phonon polarization vec-
tors in the long-wavelength limit (q < 27 /a). We have used the
elastic continuum approximation for diamond crystal structures.
A = {TA;, TA;, LA} and T,,, =~ a/16. Two TA or TO polarizations
can be linearly combined into any other orthonormal ones. See text
for further explanation.

Phonon mode Polarization expression

E]JfAl 670, (@
E;rAz +§70,(@

£ Eo(@)
E;e(Q)

4y, — 4:,0)/,/q* + 42

(9:9::99: — 42 — 4)/(J4? + ¢2la])

q/lgl
lq : Tgﬂ(‘l) + ir‘xyz[qmg;r_n(q) + t];zf;rm((I)]

expression in the fourth row of the table we have used the
following approximations. The exponential term, brought by
the macroscopic strain, is replaced by iq - T (q) due to the
long-wavelength nature (q — 0). For the other term, brought
by internal displacement, the only nonvanishing components
of the third-rank tensor I';j; are I'y,, =T, =T, in a
diamond-crystal structure.”® Their value is 0.5a/8.2>"

It is emphasized that in this work we use the rigid-ion
model to derive general results of intravalley spin-flip matrix
elements [Eqgs. (57) and (58)]. These results do not depend
on the approximate forms of £* in Table II. However, since
these approximations are fairly accurate and become exact
along high symmetry directions, we can make use of them to
derive appealing spin-flip matrix elements of long-wavelength
phonon modes (Table V).

IV. INTERVALLEY f-PROCESS SPIN FLIPS

At elevated temperatures, spin relaxation in unstrained sili-
con is largely dominated by the intervalley f process.!®21:23.88
Therefore, it is crucial to have a complete set of selection rules
for f-process spin scattering. Selection rules of the intervalley
momentum relaxation (neglecting spin-orbit coupling) were
worked out by Lax and Hopfield and by Streitwolf with
single group theory.'?%!1°! In this section we present a direct
and detailed application of double group theory to derive
spin-conserving and spin-flip matrix elements along arbitrary
spin orientation directions.

Rendering double group theory to explain the f-process
spin flips is particularly simple since electron states involve
only the two-dimensional (2D) irreducible representation (IR)
Ag,' and no perturbation between other symmetry states
is needed. For convenience, the f process is studied by
changing the spin orientation (s) while fixing the scattering
to be between the +x and +y valleys. While the total number
of independent (scattering) constants is not changed, the matrix
elements depend on the chosen spin orientation. As such, the
character table is not sufficient in mapping the dependence
on the spin orientation. We bypass this limitation and use
the explicit IR matrices. In this approach spin-conserving (in
momentum scattering) and spin-flip transitions are treated on
equal footing. In the rest of this section we first study the case of
spin orientation along a valley axis. Then we will remove this
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(b)

meV

FIG. 3. (Color online) (a) Phonon dispersion curves in silicon.
Phonon modes at the vicinity of the red circles (black squares)
take part in spin (momentum) intervalley scattering. The f process
involves the zone-edge phonons near the X-symmetry axis (con-
necting the I and K points). The g process involves phonons near
the A-symmetry axis (between I' and X points). It will be shown
that leading contributions are associated with phonon modes with
the solid symbols. Intravalley scattering relates to all branches of
long-wavelength phonons around the I" point. (b) Relating phonons
with A; and X; symmetries to representative intervalley electron
transitions.

restriction and provide general expressions for the f-process
spin-flip matrix elements [Eqs. (17a)—(17f) and Table IV].

A. Spin orientation parallel to a valley axis

The f-process between opposite spin states in the +x and
+y valleys depends on whether s is perpendicular to both
valleys (s||z) or parallel to one of them (s||x or s||y). For either
case, we should consider four phonon symmetries represented
by ID IRs, ¥;_4. These symmetries dictate how each of
the phonon-induced interactions, Hy, [H., in Eq. (5) with
¥; phonon], transforms under symmetry operations of the ¥
group. In the left part of Fig. 3(a) we designate the phonon
symmetries with the six phonon branches and in row 4 of
Table III we associate these symmetries with phonon modes.
Row 5 of the table lists the energies of these modes at the
phonon wave vector that connects the valley centers.

The nonvanishing matrix elements (k;|Hsy,|k;) are
obtained from selection rules that involve very few

TABLE III. Nontrivial relevant IR matrices in a f process
between +x and +y valleys [ X evaluated at (—kg,k¢,0), A at (ko,0,0)
or (0,ko.0), ko = 0.85 x 27/al. x5 = (xx2)*. Also shown is the
effect of exchange operations on A star. Basis states in D), is along
4z in spin space. The || and L directions in the mode subscript are
relative to z. E ; is in units of meV and Dy, of meV - 27/a.

¥ ¥ X3 ¥y Ay D)
(p.|7) 1 -1 N i
_ami 01
) 1 —1 1 1 ko-ke (0
GorylT) 1 1 1l ke-ke ¥ () )
Mode {LA, TOH} TOL {TAH, LO} TAJ_
E! 466,58 57 23,468 19

Dy, 65,29 37 17,11
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transformations.'?!92 These transformations include common
symmetry operations, g. € {(€]0),(€]0),(p.|7),(p;|7)}, of the
little groups at ky, —k;, and . They also include operations
ge € ((0xy10).(51y10).(825,17).(Baz, 7)) that exchange ky and
—k,. The bar over operations denotes an additional 2w
rotation. The character table of the nontrivial operations is
shown at the upper three rows of Table III. The number of
independent real constants involved in the matrix elements for
each phonon symmetry is provided by consideration of these
operations and time-reversal symmetry,

1 _
Ny, = e [Z Xar(8XA (8 X3, (8e)
gt‘

- me ) xs, (ge)} , (10)

where ho =4 is the number of g. or g, operations and
Xas = Xa, X X1,2. The second sum in Eq. (10) represents the
effect of time-reversal symmetry and the minus sign takes
into account the parity from the spinor basis and interaction
H., (see, for example, Refs. 98 and 103 for more details).
By straightforwardly plugging the characters of Table III into
Eq. (10) we get
Ng, =2, Ng,=1, Nz, =1, Ny, =0. (1)
Next, the interaction matrix elements (Ko, & s|Hx,|K;,s)
between specific spin species are expressed in terms of N,
independent scattering constants. To reach this goal, we first
write down the IR matrix D,, for a given spin orientation.
We choose the spin orientation conveniently along the z
direction, and then Do, = DA, x Dy, using Table L% Via
appropriate group operations (see details in Appendix A), we
obtain

(ka, M |Hx, Ky, 7)) = Dy + i Dy, (12a)
(k2, U; [Hs, K1, f1z) = Dy, — i Dy, (12b)
(ka, U; [Hy, ki, f1;) = Dsy +iDxys, (12¢)

and
(k2, 15 |Hz, ki, 1) = (ko, Us [Hy ki s)", (13a)
(k2, Us |Hs, ki, fs) = —(Ka, s [Hs, ki, )", (13b)

up to a phase freedom for each matrix element. The scattering
constants are all real numbers with Dy, ,, much larger (about
three orders of magnitude) than the rest. m denotes momentum
and s denotes spin, with the reason more obvious in the general
spin orientation case. Equation (13) holds for all phonon modes
and spin orientations, and it expresses the effects of time
reversal and space inversion (diamond structure).

When the spin orientation is parallel to the axis of one of
the valleys that participate in the f process, then instead of
changing the Ag basis states and the matrix form, we write the
new spin states in terms of the previous Ag basis (we call it
the “original basis™). As an example, for spin orientation along
the x valley we use the rotation matrix [1,—1;1,1]/+/2 as a

PHYSICAL REVIEW B 86, 085201 (2012)

unitary transformation matrix and get'®
[k, ) = (kA1) + k. Bz ) /V2,
k. 1) = (=1, ) + [k, 1)) /V2

Using Eqgs. (12) and (13) we can obtain the results for spin
orientation along one of the involved valleys (s || x; the case of

s || y is equivalent). For ¥,
(k2, Ty [Hx, K1, )
1
" 5
D21m - iDEls 75
(15a)

(14)

_< 1 1 ) D21m+iDElx
V2 V2 0

= Ds .

Repeating the same procedure for the spin-flip case and for
other phonon modes, we get

(k2, 4x [Hy, Ky, 1) = =i Dz, (15b)
(k2, 1y [Hy, Ky, fhx) = =i Dy, (15¢)
(kz2, 4x [Hy, |ky, 1) = Dy, (15d)
(k2, 1 |Hy, Ky, f1y) = i Dy, (15e)
(k2, {x [Hs;ky, i) = Dy (15f)

Together with Eq. (13), the set of expressions in Egs. (12)
and (15) complete the results of inequivalent types of f-
process scattering when the spin orientation is set along
a valley axis. Values of the scattering constants, Dy, are
obtained by numerical calculations and they are listed in the
last row of Table III. Preferably, their values are extracted
from experiments which cover some parameter range (e.g.,
temperature, stress, and external fields).

B. General dependence on spin orientation

So far we have restricted the spin orientation during
an f-process spin flip to be along a valley axis (main
crystallographic axis). Removing this restriction adds to the
anisotropy of spin relaxation processes and it allows one to
make a direct comparison to a wide range of spin injection
experiments.

We generalized the previous derivation to an arbitrary
spin orientation direction. We define s in terms of polar and
azimuthal angles 6 and ¢ with respect to the +z and +x
directions. The new spin states relate to the original ones by
an “active” rotation matrix in spin space,'%

0 .0,
[k, frs) = cos [k, 1) +sin Ze' |k, ),
2 2
. (16)
k. Us) = —sin e [k, 1) + cos Ik, o).

Using the explicit matrix for interaction Hy, between |k,
1 ({}),) basis states, as the example in Eq. (15a), the spin-flip
matrix elements under the new spin orientation are

(ka, s |Hx, K1, fs) = Dxym +icos0Dsx g, (17a)
(kz’ ‘U'S |H21 |k17 TTS) = _l Sin96l¢D2157 (17b)

(k2, s |Hx, k1, fs) = —1x/_sm9 sin (d) + )Dzzs,
(17¢)

085201-6



ANALYSIS OF PHONON-INDUCED SPIN RELAXATION ...

TABLE IV. M5, (ki, fs; Ko, 45)/Dx;s |2 for f-process spin flips
between +x and +y valleys. The values of the scattering constants
Dy, are given in Table III. For each of the nonvanishing modes, %;,
the relative amplitude is provided for spin orientation (s) along any of
the inequivalent high-symmetry crystal directions. Results between
other valleys can all be obtained by trivial symmetry arguments.

s [001] [100] [110] [110] [101] [L111] [11I1]
hof 0 1 3 2 2
%, 2 1 0 2 2 2 2
35 2 1 2 0 2 2 2

N2 9 g
(ka, Us [Hs, |k, fis) = [ (1 +0)sin ¢
N a0
+ (1 —i)cos 5 Dy, (17d)

. . . 3
(k2, s |Hs,|Ky, fis) = iv/2sin6 sin ((P + T) Ds,s,

k Hs. |k = 1—isin29e2f¢
(k2, Us |Hs, ki, fs) ( ) >

0
+(1 —i—i)coszz} Dz, (17D

with Eq. (13) for other matrix elements. Table IV lists the
relative magnitudes of the squared spin-flip matrix elements
for s along all inequivalent high-symmetry directions of
the crystal (they are often the spin orientations of injected
electrons). Analysis of the spin relaxation time due to f-
process spin flips is given in Sec. VIL.

V. INTRAVALLEY AND INTERVALLEY
g-PROCESS SPIN FLIPS

In this section we present a rigorous procedure to reach at
compact intravalley and g-process spin-flip matrix elements.
Before embarking on the theory, we discuss key considerations
that underly the analysis and exemplify their outcomes via
representative results (Table V). This choice allows one to
understand the most important physical parameters without
delving into details of the analysis (which are provided in
Secs. V A through VD).

Spin-flip matrix elements vanish for intravalley (g process)
scattering if wave vectors of the initial and final states are
the same (opposite). The wave-vector power-law dependence
was mentioned in Table I along with the fact that suppression
of zeroth-order terms in these processes leads to relative
slow spin relaxation compared with the f process. However,
intravalley and g process become more important when [001]
strain is applied since different valley minima are split,
thus suppressing the scattering by the f process.'®?? The
intravalley spin flips are also important at low temperature due
to the larger population of long-wavelength acoustic phonons
[smaller energies; see Fig. 3(a)].

It is instrumental to compare spin flips with momentum
scattering of which the study is more established. Following
the ingenious connection with deformation potential parame-
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TABLE V. Squared spin-flip matrix element |M|?, induced by
all types of phonon modes in intravalley scattering, and by the LA
phonon mode in g-process scattering. q = k, — k; and K = (k, +
k)/2. Valley centers are set along the z axis. Spin orientations s are
taken along all inequivalent crystal symmetry directions. Results in
other valleys can be obtained by trivial symmetry arguments. See text
for related parameters and further explanations.

(A‘LL“)ZDiss(q)lz(q) , intra

MKk, ﬂs;kZ U's)l2 = {

D}, Sy(K) N

s Ss(q) A 1,(q)

) 2 (g2—q3)° 4q%q3q?
[001] 9%+ 4y TA a2+q? (43+4D)lql?

2 4q%q3

[100] q; LA o

qf+qf. 61,$+¢1}2<
[110] ey TO =
[101] L4 g2 LO &
[111] 3(q? +q} + a:qy)

ters by Bardeen and Shockley,'”” Herring and Vogt derived a
detailed angle dependence of intravalley momentum scattering
due to interaction with acoustic phonons.'”® In spin flips,
the connection with deformation potential is more subtle and
complicated by the dependence on high-order wave-vector
components. Later, we derive explicit forms while making no
a priori assumptions about the form of possible deformation
potential parameters. This approach allows us to identify
the crucial role of the coupling between the lowest pair of
conduction bands in setting the intravalley spin relaxation.
The dependence of spin-flip matrix elements on high-order
wave-vector components makes this coupling effective in spin
relaxation (while being marginal in momentum relaxation).
The relaxation rate becomes inversely proportional to the
square of the energy gap between the conduction bands at
the valley center, A¢c =~ 0.5 eV.

Implications of the above considerations are manifested
in the spin-flip expressions of intravalley and g-process
scattering. The matrix element of intravalley spin flips will
be shown to consist of four factors that represent different
aspects of the above considerations

2
| My s ko U] = (|A_nc|> D3 Ss() 13(q).

The factor |n|/Ac ~ 0.03 A is calculated from band structure
parameters that originate from spin-dependent k - p perturba-
tion terms in the Hamiltonian. The second factor, D;, depends
on the phonon mode. Scattering with long-wavelength acoustic
modes is governed by a deformation potential constant,
Drajpa = D;y, that couples the two lowest conduction bands.
Its explicit integral expression is given in Eq. (46) and its
numerical solution (via EPM calculation) yields a value of
6 eV. This value agrees well with the measured energy splitting,
4D, €.y, of the lowest conduction bands at the X point when
applying a shear strain.'%!1% Scattering with long-wavelength
optical modes is governed by the constant D7¢/1.0 = Dqp ~
5 eV - 2 /a which originates from the out-of-phase motion of
atoms in the primitive cell. This parameter is also calculated
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from the coupling between the lowest pair of conduction bands
[Eq. (48)]. The remaining two factors in the above expression
depend on the valley position. Their forms for electrons that
reside in the z valley are listed in Table V. I, and S reflect
the dependence on phonon properties and on the electron spin
orientation, respectively. The right column of the table lists
the values of I, for all long-wavelength phonon modes and
the left column lists the values of Sg for five inequivalent
high-symmetry directions in the z valley.

The g-process spin flip will be shown to share several
properties with the intravalley case. For electron transition
between the +z valleys, the dominant g-process spin-flip
mechanism will be shown to originate from scattering with
LA phonon modes,

M5, (ki s ko U9)|” = D2, Sy(K),

where its prefactor D, ~ 0.1 eV is dominated by the sum of
two scattering constants. The first is related to the deformation
potential of the lowest conduction band [Egs. (E12)-(E14)]
and the second couples the lowest conduction band with
upper valence band by spin-orbit modulated electron-phonon
interaction [Eq. (F12)].

The rest of this section is organized in the following logical
order. In Sec. VA we derive selection rules that pertain to
both the band structure Hamiltonian and the electron-phonon
interaction. The obtained electron state vectors are used in
Secs. VB and V C where we present the core derivation for
intravalley and g-process spin-flip matrix elements. In these
parts we derive exact forms of the various scattering constants.
Finally, the dependence on spin orientation (s) is given in
Sec. V D. Readers who are not interested in the full derivation
may directly skip to the most general expressions in Eqs. (45)—
(48) and Fig. 5 for intravalley spin flips in the z valley with
s || z; in Egs. (54) and (55) and Fig. 6 for g-process spin flips
between the £z valleys with s || z; and in Egs. (57)-(59) for
general spin orientations (§ = [cos ¢ sin 6, sin ¢ sin 6, cos 6]).

A. X-point selection rules and spin-dependent eigenstates
of the k - p Hamiltonian

In this part we present group-theory results and analytically
quantify the signature of spin-orbit coupling on electronic
states. Since the bottom of the conduction band is at the
vicinity of the X point [see Fig. 4(a)], we employ a compact
k - p model with a small set of basis states that pertain to the
symmetry of this point. Findings of this model will be used to
derive spin-flip matrix elements. These findings will also be
benchmarked against numerical calculations of an EPM that
includes spin-orbit coupling.?*

For intravalley scattering, working with the X-point space
group is as effective as working with the group of the
A axis (position of the valley center) and bears favorable
features over the latter choice.!!! The initial and final states
of a g-process scattering can be expanded to the same X
point, making it possible to relate the matrix element with
a deformation potential parameter, though with modifications
(to be discussed).

We first mention spin-independent features.'” Due to the
symmetry of the crystal, only one of the six conduction
band valleys is studied and we arbitrary identify it as the
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FIG. 4. (Color online) (a) Energy band structure along the A axis
between the X = (0,0,1)27/a and I = (0,0,0) points and along the
¥ axis between X and U = (1/4,1/4,1)2% /a points [see Fig. 1(a)].
Solid lines are the results of EPM and dashed lines are taken from
Eq. (C4) of Appendix C. Ex, — Ex, = E, x and we set Ex, =0.
Ac is the energy gap between the two conduction bands at the valley
center ko >~ (0,0,0.85)27 /a. (b) Conduction band dispersion along
the Z-symmetry axis between X and W = (0,1/2,1)27/a points.
Along this direction the two-band conduction degeneracy can only
be lifted by spin-orbit coupling (spin hot spot). (c) The induced energy
splitting by zooming-in closer to the X point.

valley along the +z crystallographic axis. We choose a basis
of four eigenstates of the Hamiltonian Hy = p?/2mq + V(r)
and denote them by {|X%/),|X}),|Xj),|XZ)}, where ¥ (r) =
(r|X). These X-point states are associated with the lowest
pair of conduction bands and upper pair of valence bands
at k = (0,0,ky), where kx = 27 /a [see Fig. 4(a)]. Inclusion
of the X, valence states is imperative since they bring
the mass anisotropy of conduction electrons. The X; and
X4 nomenclature denotes 2D IRs of the space group G%Z
which describes the symmetry of the X point.!%112-116 The
dimensionality complies with the two-band degeneracies at
the X point of diamond crystal structures (due to time-reversal
and glide-reflection symmetries). The indexing of the basis
states implies of their compatibility relations when going from
the X point into the A axis ({|Ax),|A1),|AZ),|AL)D.'Y For
example, Ya, k(1) = ey o (r). Finally, we mention
that for the following derivations, the symmetry properties,
rather than explicit functional forms of the basis states, are
important.

When adding the spin degree of freedom the new basis set
reads { X7, 1), 1XT. D). IX] 01X )L 1X5 1) 1X5, ),
IX3, 1), |X3, ) }. Two remarks on this basis are in place.
First, inclusion of the X, states in the basis set enables us
to capture the salient spin-dependent properties of conduction
electrons (originate from spin-orbit coupling with the upper
pair of valence bands).?! Second, the spin-orbit coupling is
treated as a perturbation and, accordingly, the new basis states
are not eigenstates of the spin-dependent Hamiltonian at the
X point. In Eqgs. (26) and (27) of this section we find specific
forms of these states for electrons around the bottom of the
+z conduction valley for spin orientation s||z [see Eq. (6)].
In Sec. V C we discuss the needed changes when considering
electron states from opposite valleys. In Sec. V D we show the
anisotropy of spin-flip processes by varying s.
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Group theory is invoked to construct the band structure
Hamiltonian matrix and matrix elements of electron-phonon
interactions.”®!!5-117.118 Both depend on couplings of X basis
states, of X4 basis states, and of X| with X, basis states. Using
the character table of G_%Z (Appendix B), these couplings are
clarified by the following decompositions,'”

Hcc':X1®Xl=M1®M4®M£®Mf, (18a)
Hyy: Xa® Xa =M, ® My ® M| & M, (18b)
HUCZX4®X1 IMSEBMg (18C)

Ms and M; are 2D IRs and the remaining M; are 1D
IRs. Next we relate these decomposition with specific linear
combination of state products.”® For example, one of the X
states coupling [Eq. (18a)], 1//;]2, (O)Yxi(r) + ‘/fxf/ (r)l//;‘(ll (r)is
found to transform as M, (apply the operations of G%z on it).
We associate this linear combination with [0,1; 1,0], or py, in
H,. block. (In this paper, p; and o; identify, respectively, Pauli
matrices in the 2D IRs product and spin space.) We find the
following associations for product combinations in intraband
coupling,

H.. : M| <1, My< py,
Hy, : My < I, My p,, M| < p,, M, < p,.

M, < p,, M < p, (19a)

(19b)

In case of interband coupling where the decomposed IRs (M5
and M) are 2D, we classify pairs of product combinations. For
example, {%’23 wxlf + W;; WX]‘ ,W}j lﬁx; + W;; 1/’)(]2’} belongs
to M. We find

Hye : Ms < {py.p:}, M5 < {T,p,}. (19¢)

Nonvanishing matrix elements of any interaction (i.e.,
selection rules) are readily identified once we specify how
terms in that interaction transform under symmetry operations.
These terms usually can be made into parts that transform
as components of vectors (r) or axial vectors (R). The
longitudinal component of the vector (axial vector) transforms
as M (M3), and transverse components as Ms (My):

ZNMéy {X,y}NMs, RZ’VM3, {RxaRy}NMg-
(20a)

where the longitudinal component is along the valley axis
(z in our choice). Besides, the symmetric and antisymmetric
potentials [Eq. (7)] are even and odd under space inversion and
transform as

V~M, V_~ M, (20b)

By the fundamental theorem of group theory, a nonvanishing
matrix element results when the interaction operator and the
states product decomposition belong to the same IR(s).!!” The
integrand of the nonvanishing matrix element as a whole then
belongs to the identity IR (in this case, M;). From Eqs. (18c)
and (20a), the transverse components of a vector (Ms) or axial
vector (M) can couple conduction band with valence band.
However, since M; only appears once in either Ms ® Ms
or M;® M, only one of the linear combinations of the
operator and state product can survive and the unique linear
combination reads

ix,oy - Ypz: ™~ Ml and RxI_ Rypx ~ Mlv (2])
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for Ms ® Ms and M ® M, respectively. The IR product
decompositions and the IR assignments with (axial) vector
are derived from G3, character table (see Appendix B).

Transformation under time-reversal operation (7) is
equally essential in obtaining selection rules (in addition to
spatial operations). Time-reversal symmetry connects matrix
elements by”®

(X;101X;:) = (TX;|TO'T'|TX;). (22a)

Physical operators O have different parities under time-
reversal operation,

r—-r, VV->VV, p—>—-p, VVxp— —-VV xp,

(22b)
and this feature distinguishes between vectors such as VV and

p. 7 acting on |X;), by our convention, exchanges the basis
states, !0

|XT) < |X1). [X3) < [X3). (22¢)
Therefore, for the diagonal blocks (H,. and H,,)
IT—>1, px—> pxs Py—> Py, Pz —P2 (22d)

under time-reversal operation in light of Eq. (22a). A matrix
element vanishes if under time-reversal operation the changes
of sign are opposite for the state product [Eq. (22d)] and the
interaction [Eq. (22b)].

The spin-dependent k - p Hamiltonian matrix can be pre-
scribed using the above group-theory analysis, with perturba-
tion Hamiltonian (H = Hy + H,)

R2k? RK - RIVV(r) x (p +Hk)]- o
H1=< n p)IJr[ (r) (5 )] ’
2m0 my 4m002

(23)

where k' = (k,,ky,k, — kx) is measured from the X point
and V(r) is the crystal potential [>_ ; V4 —Rj)]. The
Hamiltonian matrix blocks are thus, respectively,

hZ
Hie = —(K*T @ T + 2kjk.p, ® T), (24a)
2m0
hZ
Hy,, = —Kk*IQ1T, (24b)
2m0
Hyye = —i P(kypy +ikyp) ® T +iAx(px ® 0y
—I®0,) + alkl(ip; ® ox — py ® o)
+ (kypy - ikxpz) ® U:] (24C)

We stress that 0V (r)/dz in Hj.. block vanishes considering
time-reversal symmetry. The spin-independent constants in
Eq. (24) are empirically known from experiments.'” They
relate to the position of the conduction band minima ko =
(0,0,k(/] + kx) and to the momentum matrix element that sets
the mass anisotropy (P). The spin-dependent parameters (Ax
and «) are calculated by the EPM. Table VI lists these and other
parameters that we use in this paper. In Appendix C, we provide
their integral expressions and we also apply a partitioning
technique to analytically diagonalize the total Hamiltonian

matrix,
chc HITUC (25)
Hlvc Hlvv - Eg,X
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TABLE VI. Parameters of bulk silicon. The lattice constant is
a =5.43 A, the X-point energy gap is E, x ~ 4.3 eV, and the free
electron mass is my.

Symbol Value Unit Expression
ko —0.15 21 /a Eq. (Cla)
P 10 eV.a/2m Eq. (C1b)
Ax 3.6 meV Eq. (Clc)
o -3.1 meV-a/2m Eq. (C1d)
Ac 0.5 eV 20%k2 [ mq
[n] 16.7 meV-a/2mw n=2PAx/E,x
Ay 4.1 meV Ax + akj
7| 18.9 meV-a/2mw n =2iPAY/E, x

where E, x is the energy gap between the conduction and
valence band at the X point [see Fig. 4(a)].

Appendix A provides a general procedure to align the
resulting degenerate states to spin states that satisfy Eq. (6).
For spin orientation along the valley axis (s||z), degenerate
states in a conduction band valley read

lk, 1) = exp ik’ - 1) [A(K)| 1) + B&)| |)]1X),

26)
k, §) = exp(ik' - 1) [A*(K)| |) — B*(®)| 1)] IX),
where
/ T
X) = [|x7)1x3). [x5) X3
AK) = 2P%k,k, . P?k.ky _ Pk Pk
E¢xAc’ 2E§.X " E.x  Egx ’(27)
B(k) [n(kx - (1 & _/k()) it k)
C kO 2Eg,X
Ay inky Pk, iAy ke ka}
Eqx Ac Egx'  Egx  Ac Egx

As shown in Appendix E, momentum scattering is governed
only by the zeroth- and first-order wave-vector components of
A(K). For spin relaxation, on the other hand, the “negligible”
spin-orbit coupling coefficients become crucial [B(k) vector].
In writing the coefficients of A(k) and B(k), we have kept only
those terms that are relevant to the spin relaxation analysis of
the following sections. Terms that scale with A¢/(2E, x) ~
1/17 are omitted due to their negligible effect. The energy
gap between the two conduction bands at the valley center
Ac =~ 0.5 eV [see Fig. 4(a)] will be extensively used when
dealing with intravalley spin relaxation. The main difference
of the above solution from Ref. 20 is that we have identified
all quadratic-wave-vector terms that play important roles in
intravalley spin-flip processes. We have checked the accuracy
of these expressions with numerical EPM solutions.'?° The
main difference between them comes from the omission of
the lower valence band states [lower X point in Fig. 4(a)].
These states are responsible for making the longitudinal mass
slightly less than my. In spite of missing some k,-dependent
components, the error amounts to a few percent and is
irrelevant in intravalley spin relaxation (to be shown later).
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B. Intravalley spin flips

In this section we present the theoretical procedure for
deriving intravalley spin-flip matrix elements for all types of
phonon modes. Scattering with long-wavelength TA phonon
modes will be shown to dominate the intravalley spin re-
laxation at low temperature. This property is largely set by
the phonon dispersion around the I" point. Figure 3(a) shows
that the energy of long-wavelength acoustic phonons is linear
in q with a smaller slope for TA, and approaches zero at I"
point. For long-wavelength optical modes, the phonon energy
is almost wave-vector independent (63 meV). However,
when the temperature increases, optical modes become more
important and together with the LA mode they provide about
half of the intravalley spin relaxation at room temperature. The
reason is twofold. Spin-flip matrix elements due to scattering
with optical modes are linear in q while being quadratic with
acoustic modes (to be proven below). Second, the rise of
phonon population with temperature is much faster for optical
modes.

In Appendix E, by invoking selection rules we have
rederived the leading-order matrix elements of intravalley
momentum scattering, which is typically described in terms
of deformation potential constants.!”-!%® When extended to
analyze the intravalley spin-flip matrix elements, this group
theory approach will be appreciated by its ability to reach
essential terms efficiently. It also provides flexibility in the
sense that no a priori knowledge of the connection between
deformation potential quantities and spin-flip processes is
needed.

1. Long-wavelength acoustic phonon modes

Spin-flip matrix elements due to electron interaction with
long-wavelength acoustic phonon modes have a quadratic-
wave-vector dependence. We show it by starting with the most
general form,

Mx(klzK—g,ﬂ; k2=K+g,u>

- <K + 345 @ v
+E(@- VV_(D[K - % Tr>
=M, + M, + MT; + 0. (28)

Ms(f’ )A denotes terms of jth order in q due to A phonon mode.
In the next step we expand the states in Eq. (28) in increasing
orders of q. We show how the zeroth- and first-order terms

vanish (Ms(?,)x = Ms(fl)A = 0), and then we find the form of the

dominant quadratic terms (Mifz)). In this wave-vector-order

analysis, the q dependence of the in-phase and out-of-phase
polarization vectors has to be taken into account. In Table II
we showed these dependencies in the long-wavelength regime,
which is relevant for intravalley scattering (q < 27 /a). The
out-of-phase vector, &, (q), is linear in q while &;(q) has
a zeroth-order dependence (e.g., ¢;/gq terms). Hereafter, we
abbreviate the notation £5(q) and MY, as §* and M.
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Zeroth order. The lowest-order spin-flip matrix element has
the form

MY = (K, U |§7- VLK, 1) (29)

We exclude the out-of-phase part since the acoustic interaction
at the infinite wavelength limit is governed solely by the
in-phase motion of atoms in the primitive cell [§_.(q = 0) =

0 and |&f(q =0)| = 1]. In this limit, the phonon-induced
interaction reduces to displacement of the entire crystal,
> i ViVi(r = Rj) = VVeysa. Based on the relation

VVcrystal = i[]% H]/hv (30)

the coupling of the in-phase part between spin-degenerate
eigenstates of H vanishes. When breaking this vanishing
matrix element into parts that come from interaction with the
bare symmetrical potential and with its spin-orbit coupling
part,

(K, LIVVLIK, 1) + (K, LIVVPIK, 1) =0, (3D

the sum is zero but each of these two contributions is finite.
This result was first pointed out by Elliott."” Later we make
use of this property.

First order. To write the spin-flip matrix elements of this
order we begin by linearizing the state,

‘K + g,s> = |K,s) £ %q LIK.s)+ 0", (32

where £ denotes the derivative of the state in k space,

. |k +8kis) — |k,s)
E,‘ k, = 1 . 33
o) = 3 o, Gy
Substituting Eq. (32) into Eq. (28) and considering the
wave-vector dependence of £*, the first-order spin-flip matrix
elements are

MY = (K, L1E-VV_K, 1)
+ 1K, Ulg- LHE - VVOIK, 1)
MK, UIET-VV)(@- O K, ). (39

Combining space-inversion and time-reversal symmetries, the
out-of-phase term can be shown to vanish (first line on the
right-hand side), and the in-phase terms to cancel each other
(second and third lines). These facts follow the relations

(V1,.09) = (SY1.508 ' Syn) = (T, TO'T ' T),
where for the case in hand space inversion provides
Sk, 1) =1-k, 1), Slk, §)=[-k {), 35)
SVVLS™ = FVVy, SLS'=-L,
and time reversal provides
Tk, 1) =1-k 1), Tk {)=—|-k 1),
(36)

TVVIT '=vv,, ThiT'=-L.

Yafet separated the in-phase terms into two parts to prove
them vanishing.'® Together with Eq. (31), it is the celebrated
Elliott-Yafet cancellation. We emphasize that the first-order
(linear-in-q) Elliott and Yafet terms vanish separately, rather
than interfere destructively. All in all, the zero- and first-order
spin-flip matrix element identically vanish, M o = Mg W =0,
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Second order. Tt is the lowest order at which spin-flip
matrix elements due to electron interaction with acoustic
phonon modes do not vanish. At this order, states are expanded
by

1
‘K + 9,s> ~ [K.s) & 54+ LIK.s) +

1
—q% - L=°|K
> g4 IK.s).

(37

where the vector components of £ were formally defined in
Eq. (33), and q®% - £L®? denotes the scalar product of two
second-rank tensors. An explicit form of this state was derived
by a spin-dependent k - p expansion of the X -point basis states
[Egs. (26) and (27)]. Using this basis, the general spin-flip
matrix element is converted to

Mk =K-3 pk=K+3,y
2 2
=My +0@")

~Z (Xule™ T} (ki ko) + Ty (ki Ko)le™ ¥ 1X,).

(38)

F;:i:,v(kl ,k») are scalars formed by products of column and row
spinors with the potential matrix,

(kl ak2)

Tow
L . Axv(kz)
= [=Bx, k1), Ax, (kDIE™ - VV2 k(1) |:Bx.,(k2) ’

(39)

where the coefficients of A(k) and B(k) are taken from
Eq. (27), and the K-dependent potential has the form

Vik = Vil + V%

=Vil+ ——[VVix (p+hK)]-0. (40)

4 2 2
The bare potential, Vi, is diagonal and generates Elliott
products of the type A, B,. The spin-orbit coupling potential,
Vi generates Yafet products of all types but the dominant
sighature comes from A,, A, terms due to the smallness of the
coefficients in B(Kk).

We identify the general forms of second-order matrix
elements between the X-point basis states. After expanding
the exponential and I" terms in Egs. (38) and (39) into power
series, quadratic terms in q are classified by six integrals that
read

6
Ms(fZ) = Zzlu,v;m (41)

wo n=l1
it = =5 (X C001q - 157 - VV_k@)C, 001X, D,
(42a)
Livo = (X,l(q - Vi€ K)E™ - VV_x()Co(K)| X, ) kk,»
(42b)
s =~ 3 Xul(@- VGO0 ET - YV (e
% (q - VieCu(K)| X, Dk (420)
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L = —%(Xul(q ViCL (K  rET - VYV, k()

X C,(K)[ X)) k=kg» (424d)

1 ~
Livs = 7X@ - VZCLRNET - VY4 k()

x Cy(K)[ X)) k=k,> (42¢)

1 -

Iu,v;é = _§<X;I.|Cu(k)q : I‘(§+ : VV+.k(r))q

TC,(K) | X, ) k=k,> (421)
where {U,W} =UW + WU and

C,(k) = [Ay, (k),Bx,(K)]",
43)

C.(k) = [ By, (K),Ax, (K)].

In writing these matrix elements we have used time reversal
and space inversion to unify terms. The mean wave vector K
is replaced with kg, which brings approximation of O(g?).

At this point, the integrals of Eq. (42) can be numerically
calculated in a straightforward manner. Given the four basis
states and the above integral forms, this numerical procedure
involves a few hundreds of different types of space integra-
tions. Performing selection rules for all of them also demands a
large amount of work. However, we can avoid these labors and
come to an accurate and compact matrix element [Eq. (45)].
This possibility is enabled by three observations that greatly
simplify the analysis of Eq. (42). These observations will
also allow us to connect the derived matrix element with an
experimentally known deformation potential quantity.

Observation 1. Integration of bare potential re-
lated terms such as (X,|VVil|X,), (X,lnVVi|X,), and
(X, |rir;VVi|X,) yield numbers of the same order of mag-
nitude given that r; is measured in units of a/2mw. More-
over, these numbers are comparable for both the in-phase
(+) and out-of-phase (—) parts. The same applies to the
integrals of the spin-orbit coupling potential, (X, |V V% |X,),
(X, Hri, VVEMNX,), and (X, |r; VVO,ri1X,). These éonjec—
tures are backed by explicit numerical calculations. The
physical rationale is that these potentials are significant within
the size of a primitive cell where r; is of the order of 1. In
what follows we keep consistency and measure length in units
of a/2m. Accordingly, band-structure parameters such as P, n
or o are approached as energy scales, and compared directly
with E, x or Ac (see Table VI).

Observation 2. The number of matrix elements is greatly
reduced by estimating the amplitude of their coefficients. The
largest Elliott and Yafet products scale, respectively, with
[nl/Ac (or|n|P/AcE, x)and 2P2/(Eg,XAC). For both cases,
other products are significantly smaller. These products relate,
respectively, to the bare and spin-orbit coupling potentials.
These amplitudes are evaluated by inspection after substituting
the explicit coefficients of A(k) and B(k) [Eq. (27)] into
Eq. (42). Notice that the terms {C(k),VkC(k),VﬁC(k)}h(:k0
are all constants without k dependence (and similar for C).

Observation 3. Prior to the application of selection rules,
contributions of Elliott and Yafet processes to intravalley
spin relaxation are conceivably comparable. To understand
this physics we first recall the zeroth-order Elliott-Yafet
cancellation [Eq. (31)]. For states at the valley center (k = kg)
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this cancellation means

‘<X1|Vv;?k0|xl> A )
(X1 IVViIXa) | Egx

Taking into account Observation 1, we can generalize this
order of magnitude to ratios between all Yafet-related integrals
and all Elliott-related ones. Dominant Elliott processes relate
to matrix elements of the type that appears in the denominator
of Eq. (44) multiplied by n/A¢ (see Observation 2). Similarly,
dominant Yafet processes relate to matrix elements of the type
that appear in the numerator multiplied by 2P?/(E, x Ac).
The overall ratio between Elliott and Yafet processes is thus
of the order of unity (~P/E, x).

Application of Observations 1-3 in Eq. (42) results in a
handful of matrix elements that are worth examination. For
example, the integral classes I, ,.; and I, ,.c are eliminated on
the grounds of their small coefficients [Ay /E, x and 1 rather
than n/Ac and 2P?/(E, x Ac) in Observation 2]. Therefore,

I,vi~0 and 1,,.6~0,

for any possible basis state combination (X, and X,).

We invoke group theory and evaluate the remaining inte-
grals in Eq. (42). Group-theory results [Eqs. (18)—(22) and
their discussion] are extensively utilized, coupling integrals
are expressed analytically by reasonable approximations, and
the internal displacement of silicon structure are carefully
accounted. The detailed procedure is shown in Appendix F.
We reach at the intravalley spin-flip matrix elements due to
interaction with acoustic phonon modes,

MM (ky, Ko, )

2n :
= A_Cnyexy,A(q)(CIx - MIy)
inD! )
= A = (qx - IQy)[qu)j:y(q) + Q)’ézx(q)]: (45)
C

where L = {TA,,TA;,LA}, with a physical deformation po-
tential constant D),cy whose complete integral expression reads

aV_
90z

—P2MQ

xy = h—2 + FX}'Z(X%

|X1)

A,B
R IVu(r — T4
~ Y0 I ) e,

(46)

2. Long-wavelength optical phonon modes

Using the gained knowledge of spin-flip processes with
acoustic phonon modes, we can readily derive the optical
case. The optical phonon modes have a dominant out-of-phase
polarization vector, §,,, with magnitude of about unity at
the long-wavelength regime (Table II). From the detailed
analysis of the out-of-phase acoustic phonon modes we could
have recognized the fact that the antisymmetric interaction,
VV_, has a leading-order matrix element that is linear in q.
Separating the interaction with optical modes into in-phase and
out-of-phase parts, we find in this case that the out-of-phase
part dominates the in phase by two orders of magnitude. This
result is a consequence of the q dependence of the polarization
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vectors as well as of the interaction integrals. The leading
integral term is simply

M)i(ntra ki, 1; ko, U) = ;—ZDOP (QX — iqy) S;Z(Q)v @7

where x = {TO;,TO,,LO}, with the associated scattering
integral

Do, = (X7 [dV_/0z|X|) ~ 5 eV - 27/a. (48)

The ability to investigate for each individual mode is desired
under conditions of anisotropic fields or stress. Then, the
relative importance of different modes may vary depending
on the symmetry breaking mechanism.

We render the elastic continuum approximation in order to
achieve complete and analytical q-dependent matrix elements
and to facilitate analytical integrations. The polarization
vectors, £%(q), in Egs. (45) and (47) are then replaced by
the expressions of Table II. We obtain |M|? for each of the
modes (TA, LA, TO, and LO)."?! The final expressions are
given in Table V (the case of s||[001]). To examine the accuracy
of the q dependence, Fig. 5 shows the analytical intravalley
results |M| from Table V next to numerically calculated
matrix elements along inequivalent high-symmetry scattering
angle directions. The numerical procedure will be discussed
in Sec. VII together with application of the derived matrix
elements to (analytically) find the spin lifetime expression.

— _4 —4
QSX1O 8X10
& |- *-aloo1]
>' 6 -»-qg/l[100] TA 6
T |-+ -a110]
— | -*-a/mot] 4
= ¥ - < -qi[111]
)
&2 2
&
— 6x10_3
0.01 / )
0.008} o / 4 LO F
0.006 e
0.004 - - 2
0.002 g
G —— o — X == X — = X T T . oy

0 0.02 0.04

0
0.06 0 002 0.04 0.06
4l (2n/a) )

lql 2n/a

FIG. 5. (Color online) Analytical (solid lines) and numerical
results (-x- lines) of spin-flip matrix element as a function of
q =k, —k, along five different scattering directions, and with
s || [001]. Each direction is represented by a different line color. The
electron resides in the z valley and its spin is orientated along the
valley axis. The analytical results for TA, LA, TO, and LO modes are
taken from Table V. Numerical results rely on EPM and ABCM (to
be discussed in Sec. VII A). Analytical and numerical curves agree
very well for all cases where the quadratic dependence of the acoustic
cases holds best for small g values. Note that analytical results for
different q directions may overlap each other.
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C. Intervalley g-process spin flips

g-process scattering angles are strongly directional (q =
k, — k; = —2Kkg). The leading spin-flip matrix element of a
g-process depends on the mean wave vector K = (k; + k»)/2
(and not on q as in the intravalley case; see Table I). When
k, = —k; the opposite spin states are Kramers conjugates
and their coupling via scattering with any type of phonon
vanishes.'® As will be shown below, the LA mode leads the
g-process spin relaxation where its matrix element is linear in
K. The scattering constant, however, is not as concise as in the
intravalley case. This is conceivable because the translational
factors, e*%T of the initial and final states are to be expanded
around a common X point (k" = 0). Other than the dominant
LA phonon mode, we also discuss the general shape of the
matrix element due to scattering with TA phonon modes. Their
contribution to g-process spin relaxation at room temperature
will be shown to be non-negligible in comparison with the LA
mode. This property is analogous to g-process momentum
scattering, where TA phonon modes with a higher-order
matrix element but lower energy (compared to the leading LO
phonon) are important in describing the charge transport.'??
In what follows we continue to work with the X-point basis
states which can be readily related to the A-axis basis states
via Ya, 1 = €Kiy,

For k; and k; at the vicinity of the £z valley center, we
expand the matrix elements around K = 0,

Mg(kls ﬂ;k27 ‘U')
=> <g +K. |
+
0 ()] (0))
=My + My, + M,
+OKD+ O(K)O(1q/2 + ko) + O(K?),  (49)
and explain each term separately. In a g process £7(q) is
not treated as a small quantity compared to 1. The in-phase
and out-of-phase interactions are treated on an equal footing.
However, we find that the out-of-phase contribution drops.
Applying time-reversal symmetry on a spinor state and k-

derivative operator £ [Eq. (36)], it is readily seen that the
zeroth-order term (K = 0) vanishes,

(0) q
Msf = Z<§7 U’

+

E5(q) - VVs

q
—§+K,ﬁ>

E5(q) - VVs

q
—-=, =0, 50
> T > (50
and that the two linear-in-K terms are equal to each other,

M = Z<§ U ‘(si : va(K-ﬁ)‘ -3, ﬂ>

+

+ ;(% il ‘(fﬂ K)EE VL)

q
5 T > (&2))]

When L acts on the translational part, ¢/* T, the resulting
matrix element becomes

) q
Mg = Z<§’ 4

+

(X - VV.,iK 1]

q ~
_E’ﬂ>~0’ (52)

where [U,W]=UW — WU. The Elliott part of this term
naturally drops since VV and r commute. The Yafet part
results in a small “aK” factor and a weak coupling between
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basis states (i.e., nondominant coefficient products). Thus,
Ms(fly)l can be safely discarded.

The second part of the first-order term, Ms(.fl’)z, results from
operating £ on the k-dependent coefficients C(k) and C(k)
[Eq. (43)] of the bra and ket states in Eq. (51). Time-reversal
symmetry is utilized again where following Eq. (36) we get
that (3, | = (T|—- 3. )1, and the action of 7 on individual
X-point basis states follows Eq. (22¢). All in all, the second
part of the first-order term reads

Miy =233 (XulK - ViC(o)e™

n,y £
x(EX - VVLC,(ko)e™ | X,) + O(1q/2 + kol*)
=15+ 1" + O(q/2 + kol?), (53)

where both € w and C, [Eq. (43)] are evaluated at ko ~
—q/2 and for u = {1,2,3,4}, u’ = {2,1,4,3}. The Yafet part
contribution /Y is not negligible for the g process. The detailed
derivation of IZ and I (Appendix F) bears some similarity
with that of intravalley spin flip and invokes the selection rules
governing the opposite points of the A star.

We obtain the leading g-process matrix element,

Moiaks, ko, D)~ 15+ 17
= Dyo(K, —iK,), (54)

where

Dy, = 2P/E, x[Dso + 4Axk(D../Ac] + O(kg)
~ 0.1 eV. (59

D,, = E; + E, denotes the sum of dilation and uniaxial defor-
mation potential parameters [see Eq. (E14) and discussion after
Eq. (E16)] and Dy, =~ 6.7 meV is a spin-dependent scattering
constant [see Eq. (F12)].

Squared matrix elements of the g process are summarized
in Table V, and Fig. 6 compares | M| with numerical results
along typical K directions. The scattering-angle dependence

~ .x10°
= 3
o |- - KIoo1] /.
N |-« - K/[100] <5
> |- - KI[110] s
< 2. -i01] 4
= |-y
V)
<
~
=0
0 0.01 002  0.03

|K| (2rt/a)

FIG. 6. (Color online) Analytical (solid lines) and numerical
results (- x- lines) of g-process spin-flip matrix elements as a function
of K= %(kl + Kk;) due to scattering with LA phonon modes, and
with s || [001]. Results are shown for five typical scattering directions
where each is represented by a different line color. Analytical
expressions are given in Table V and their results for K||[110] and
[100] overlap each other. Numerical results rely on EPM and ABCM
(discussed in Sec. VII A).
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is predicted correctly where the linear relation holds best
when both states are at the vicinity of the valleys centers.
From numerical results we note that (D(k(’))3 terms from Elliott
interaction yield a negative 10% correction.

Before concluding this part we briefly discuss spin-flip
matrix elements of higher order. We mention only the general
nature of these matrix elements without deriving explicit
forms. The reason is that the g-process has the weakest contri-
bution to spin relaxation in unstrained bulk silicon. Among the
higher-order matrix elements [last line of Eq. (49)], the O(K 2
terms vanish by time-reversal symmetry. This property can be
proven by using Eq. (36) and the matrix elements expansion
to quadratic-K terms. On the other hand, the nonvanishing
second-order term has a wave-vector dependence of the type
O(K)O(lq/2 + ko). Such a symmetry-allowed term is more
important than O(K?) terms and governs matrix elements of
TA phonon modes. Its contribution to spin relaxation time
from numerical calculations is discussed in Sec. VII. Here it
is noted that, compared with intravalley processes, the relative
contribution to spin relaxation from high-order terms is larger.
In addition, the signature of further bands (outside the X and
X4 basis states) is larger in g-process spin flips.

D. Spin orientation dependence

We relax the restriction of a fixed spin orientation (s||z)
and explore this degree of freedom. The spin orientation
dependence originates from the anisotropy of the conduction
band. This anisotropy suggests that only the relative direction
of spin orientation to a valley axis is important. Accordingly,
we choose the +z valley and express s in terms of polar
and azimuthal angles (6,¢) with respect to the +z and +x
directions. This choice is convenient since selection rules
between X-point basis states of the +z valley have been
already derived in Secs. V A and V B.

Derivation of spin-flip matrix elements when s Jf z relies
on the specific form of |k, f} ()s). These states satisfy the
conditions of Eq. (6) and their forms can be found by solving
the Hamiltonian matrix when written in terms of the new basis
{IX) ®1| 1 ({)s)}. However, we can avoid this labor and find
these states using a two-step procedure. First, the previously
derived forms of |k, f (1)) [Eq. (26)] are reexpressed in
terms of the new basis {|X) ® | 1 ({)s)}. This change of basis
amounts to a rotation of the spin coordinate by —6 about the
axis @ = § x Z. Specifically, the operator

—ig - 60
U = exp (%) (56)

is applied on each of the four spinors [Ax,(k), By, (k)]” of
which Eq. (27) is composed.'?* In the second step, we find
Ik, ft ({})s) by forming linear combinations of the reexpressed
states (still oriented along z) such that Eq. (6) is satisfied.
Technical details of finding this superposition are summarized
in Appendix D. The states can be expressed in the original
{IX) ® | 1 ({):)} basis using U'.

Having the forms of |k, 1 ({})s), we repeat the procedure of
Sec. VB and derive the dominant intravalley spin-flip matrix
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elements. Scattering with acoustic phonon modes reads

MM (K, s 5 ko, Us)
= in/AcDly(q:&] (@) + 4yE7, (@)

6 0 ..
x [oos2 E(qx —iqy) — sin® 562’¢(qx + iqy)i| , (57)

where A = {TA|,TA;,LA}. Scattering with optical phonon
modes reads

M Ky, s s Koo )
= —n/Ac Dop ézjx(q)

6 0 ,.
X [0052 E(qx —iqy) — sin® Eethﬁ(qx + iqy):| , (58)

where x = {TO;,TO,,LO}. Table V lists the squared matrix
element expressions of all phonon modes using elastic con-
tinuum approximation for diamond crystal structures. These
spin-flip expressions are specified for spin orientations along
all inequivalent high-symmetry crystal directions. This chosen
set of directions is important for two reasons. First, the
invoked elastic continuum approximation is accurate along
these directions. Second, the oriented spins in typical spin
injection experiments point along these directions. Using the
results in Table V, we have shown in Fig. 5 that the analytical
expression for n||z (6 = 0) agrees with independent numerical
calculations. This agreement is also true (not shown) for
n }f z cases in Table V. As is explained in the next section,
the numerical models automatically incorporate time-reversal
and space-group symmetries of the crystal. The agreement
between these independent calculation approaches manifest
the robustness of the major terms we have kept in intravalley
spin flips.

Deriving the g-process spin-flip matrix elements is similar.
We study scattering from z to —z valley for an arbitrary
direction of s. Repeating the procedure of Sec. VC, the
dominant spin-flip matrix element reads

M, aky, s Ko, Js)

0 0 .
= Dy, |:cosz E(KX —iK,) — sin’ zez"”(Kx + iKy):|, (59)

and it originates from scattering with LA phonon modes.
Using this expression, Table V lists squared matrix elements
along high-symmetry crystal directions. As can be seen from
the square-brackets terms of Eqs. (57)—(59), the g process
shares the same angular dependence as in the intravalley case
but with replacing q = k; — k, with K = 1(k; +k;). The
similar angular dependence is not surprising for two related
reasons. First, the spin orientation only affects the electron
states while the phonon properties play no role in setting the
angular dependence. Second, the electron states that we use
in deriving intravalley or g-process matrix elements are all
expanded around the same X point. The replacement of q with
K can be understood by time-reversal symmetry.

Analysis of the spin relaxation time due to scattering within
the +z valley and between £z valleys is provided in Sec. VIIC
for various directions of s.
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VI. INTERPLAY BETWEEN ANALYTICAL
DERIVATION AND EPM

In this work we compare our results with an empirical
method in which the electronic states and phonon polarization
vectors are calculated, respectively, via the empirical pseu-
dopotential and adiabatic bond charge models.’*>> The states
and polarization vectors are used in calculating the electron-
phonon interaction following a rigid-ion approximation.?® The
EPM and ABCM provide very accurate symmetry-related
results and trends of contributions from high-order wave-
vector components. Given that a sufficiently large plane-wave
basis is employed, then in addition to time-reversal symmetry
these models capture the symmetries of the Bravais lattice
and of the primitive cell. This ability is independent of the
specific chosen values of empirical parameters (e.g., form
factors of the pseudopotential). On the other hand, intensive
numerical calculations do not automatically guarantee an
accurate spin-flip matrix element result. Our theory provides a
clear insight to the identity of critical empirical parameters that
are relevant for spin relaxation. In this section we elaborate on
fundamental aspects in understanding the application of EPM
in spin-flip processes.

The usual way of finding the energy band structure by
adjusting the pseudopotential form factors is not sufficient
for scattering problems. Specific derivative values of the
pseudopotential at the first few reciprocal lattice vectors
[d"V(k)/dk™ at k = g,] are additional necessary conditions.
In momentum scattering, a correctly interpolated pseudopo-
tential is capable of reproducing the energy shifts of the
conduction band in response to applied stress. Spin scattering
is more than momentum scattering in the sense that the
leading-order matrix element is of higher order in the wave
vector (e.g., intravalley and g-process scattering in silicon).
One consequence is that other deformation potential constants
may come into play (e.g., D}, as was shown in the previous
section). In fact, our spin-dependent EPM is matched not only
with energy band structure but also with different deformation
potential quantities (£, + a,b,d,&, and & in Ref. [109]).

The analytical derivation shows that the two-band degen-
eracy at the X point plays an important role in silicon due
to its proximity to the valley center. This proximity results in
Ac/E, x < 1, which allowed us to discard interaction terms
of the type r;7;dV, /0r; [Eq. (421)]. Considering the Fourier
transform of the pseudopotential, this simplification means
that intravalley spin flips are only sensitive to values of V(g,)
and dV (g,)/dk while high-order derivatives can be discarded.
However, silicon is a specific case. In germanium, for example,
intravalley spin flips have a cubic dependence on the wave
vector,'”* and they may require additional information on
d*V(g,)/dk?> and d*V (g,)/dk>. In the framework of deforma-
tion potential theory, this amounts to expanding the strained
crystal potential with quadratic or higher-order strain-tensor
components. Notably, a comprehensive experimental analysis
of the intravalley spin relaxation time in germanium may
provide new information on its crystal potential.

The f-process spin-flip matrix elements in silicon depend
on various parts of the pseudopotential curve. An a priori and
independent determination of V (|k|) is difficult. To empirically
interpolate the pseudopotential curve from momentum and
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spin relaxation experiments, one has to know the relaxation
times dependencies on temperature, electric field, stress, and
related “knobs.” This information can resolve the values of in-
dividual scattering constants rather than their combined effect.
In addition, knowledge of the intravalley scattering parameters
allows one to reduce the uncertainties in interpolating the
pseudopotential.

All in all, the k-p method and group theory provide
an unambiguous guidance in relating EPM parameters with
different experimental measurements and in determining
the relevant parts for spin relaxation. These considerations
rationalize the investigation of spin-flip problems by joining
analytical and numerical approaches.

VII. SPIN LIFETIME

The spin relaxation time is an experimentally accessible
quantity. With a specific electron distribution F, detailed
expressions for spin-flip matrix elements can, in principle,
provide a transparent physical picture of the spin relaxation
under a variety of conditions. The spin relaxation rate has the
form'®

1 dn d’k, 5
- = — k Hsf Kk S(Ev. — Ev +1 ,
ww  h <[ (27r)3|< 2 My )"0 (Ex, — Ex, wq>>kl

(60)

where (k2|H§;|k1) denotes the expression of Eq. (4) with

opposite spin states. The material volume Na> /4 is chosen as
the unit volume. +(—) corresponds to phonon emission (ab-
sorption). The average over k; represents d.F /9 Ex, weighted
integration over k;, which is exact at the limit of infinitesimal
spin-dependent chemical potential splitting. The prefactor of
47 /h instead of 27 /A denotes the fact that the net number of
spin-polarized electrons (Ny-Ny) changes by two with each
spin flip.

A few applications are shown in this section. After briefly
describing our numerical integration effort, we present the
commonly used 7 under a normal condition both analytically
and numerically. Here “normal” stands for a nondegenerate
bulk silicon without strong fields (i.e., Boltzmann distribution
Fwms for electrons), and with spin orientation along the valley
axis. The average over k; in Eq. (60) then becomes Fyp
weighted integration over k. This weighted integration is valid
thanks to the relation d Fyg /d E o< Fyp. In the last part of this
section, some essential relations between the spin orientation
s and 7 are derived.

A. Numerical integrations and approximations

We have performed numerical integrations of Eq. (60)
at different levels of approximation. These calculations are
presented in decreasing order of their computation time.
“EPM + ABCM” denotes the full numerical results from
EPM and ABCM program codes.'?> The calculated electron
states and phonon polarization vectors are then incorporated
into a rigid-ion model following the procedure in Ref. [21].
“kp + ABCM” replaces the EPM results with k - p energy
band [Eq. (C4)]. Itemploys the general analytical form of | M|
from Eqgs. (45), (47), and (54). “ellip + w(q)” further employs
a spheroidal energy dispersion and replaces the phonon
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frequency from ABCM with @ = guvra/L4 for intravalley and
g-process scattering with acoustic phonon modes (vra,La
are the phonon velocities). For intravalley scattering with
long-wavelength optical phonon modes, it replaces the phonon
energy with a constant iw,, = 63.5 meV. Finally, it employs
the elastic continuum approximation for phonon polarizations
(Table V with s||[001]).

Numerical integrations of Eq. (60) were performed using
a grid spacing of 0.01 x 27 /a in k space. This grid leads to
converged results for intermediate and high temperatures (T >
50 K). We take advantage of the eightfold symmetry of the A
axis valleys and reduce the intensity of computation whenever
possible. The edges of the irreducible wedge are weighted to
prevent overlap with their neighbors. Also helpful is the strict
equality Fyp(ky)n(q) = Fums(k2)[n(q) + 1] when E(k;) —
E(k;) = hw(q). Typical execution times are as follows: tens
of seconds for ellip + w(gq), tens of minutes for kp + ABCM
and a few days (with 64 CPU cores) for EPM + ABCM.
The bottleneck of the EPM + ABCM computation speed
lies in the calculation of individual matrix elements. This
calculation involves the product of states and interactions
written, respectively, in vector and matrix forms with a basis
of hundreds of plane waves.'?

B. Fixed spin orientation along the valley axis

We separately study the spin relaxation time due to
intravalley, g-process, and f-process spin flips. Figure 7
shows results of the intravalley spin relaxation time by
integration of Eq. (60) using the aforementioned numerical
procedures. The figure also includes analytical curves for scat-
tering with acoustic phonon modes (left and middle panels).
These analytical integrations are carried out by employing
an elastic scattering approximation and a high-temperature
limit for phonon population n(q) ~ kgT /hw(q). Together
with the mentioned simplifications in numerical integrations,
these common practices allow us to accurately calculate the
relaxation time by employing the relevant spin-flip matrix
elements in Table V (M7 ,|> with s[|[001] and s[|[100]).

10
—o—ps+ABCM \
[ —*—kp.+ABCM ) LA

10* —=—ellip+o(q) N
m analytical L
< ‘ \
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e 10 \
1
10° ’
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FIG. 7. (Color online) Intravalley t(7) induced by scattering
with TA, LA, and optical (OP) phonon modes. The relaxation time is
contributed from all valleys and the spin orientation is set along one
of the valley axes (A axis). Analytical curves of the acoustic modes
follow Eq. (61). Other curves refer to numerical approaches with
calculation intensities that depend on details of the band structure,
phonon energy, and polarization vectors (see text). Due to the
crossing of TO and LO dispersion curves, we do not separate their
contributions in the ABCM calculation.
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TABLE VII. Parameter values in Egs. (61)—(63).

Symbol Value Unit Expression
o 2.33 g/cm?

m, 0.19 m (my' +2P2 /WP E, x)™!
my 0.92 my

my 0.32 mo (m,mf)l/3
r 0.2 m;/m;

VTA 5% 10° cm/s

VLA 8.7 x 10° cm/s

Ac 0.5 eV Table VI
In| 16.7 meV-a/2mw Table VI
D, 6 eV Eq. (46)
Eg 21 meV

Dy, 0.1 eV Eq. (55)

The integrated spin relaxation rate reads

1 16v/2m))” (

Il o\, s
={racA) T 56— | v Dy ) ksT)2,

W 3732080 \ Ac
1 [ r*3@Q3 —12r +4r?)
fia = —— |~ 3
v L 3(1 —r)
§ B2 i T (61)
—————arcsin(+/1 —r) |,
(1—r)n
1 [r*3@ 4 16r — 4r?)
fia = —— 3
Via L 3(1 —r)
551 6
r(l(_—r)7/2r) arcsin(v/T — r)] ,
where (%} and 7)¢/} are, respectively, the intravalley spin relax-

ation times due to scattering with long-wavelength TA and LA
phonon modes. Table VII lists the values of all parameters
in the above expression. To enable an accurate analytical
integration in comparison with the full numerical integration,
the explicit dependence on the band structure anisotropy has
been considered.'?’ This anisotropy is expressed in Eq. (61) via
r = m,/m;, which denotes the ratio between the longitudinal
and transverse effective masses of the electron (with respect
to the valley axis). As seen from the middle and left panels
of Fig. 7, the analytical integrations match very well with the
most detailed numerical integration. These figures also show
that 1/7(T) of the EPM + ABCM numerical results decrease
slightly faster than 7~>/2 for both scattering with TA and LA
phonon modes. It indicates the dependence of | M| on higher-
order wave-vector components when |q| gradually increases.??
The figure shows that only minor changes are introduced in all
intravalley processes when replacing the detailed conduction
band structure with spheroid dispersion and the numerical
phonon data with the analytical approximation. This behavior
supports the validity of the invoked approximations, including
the use of an elastic continuum approximation. The stronger
deviation of the EPM + ABCM curve in the case of optical
phonon modes shows the effect of higher-order matrix element
terms. Although the contribution to spin relaxation from LA
and optical phonon modes is negligible at low temperatures
(compared with TA modes), their effect should be considered
at room temperature (especially the optical modes).
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FIG. 8. (Color online) g-process 7(7) from LA phonon at
different levels of approximation (see text). The “TA” curve is
calculated only by EPM + ABCM. The relaxation time is contributed
from all valleys and the spin orientation is set along one of the valley
axes. In ellip + w(q), the phonon velocity is the same as that of a
long-wavelength LA phonon mode. In the analytical curve the phonon
energy is constant (21 meV).

We study the spin relaxation time due to g-process spin
flips in a similar way. Results of the analytical and numerical
integrations are presented in Fig. 8. The analytical relaxation
rate due to scattering with LA phonon modes (dominant
effect) is reached by integrating Eq. (60) with spin-flip matrix
elements taken from Table V (for the case of s||[001] and
s(I[100D),

3
1 V2DZmmiE; Ky (ES/2kpT) 2
i l6mn'p  ksT sinh (E§/2ksT)

Values of the scattering constant, phonon energy, and effective
masses are listed in Table VII. K; is the ith-order modified
Bessel function of the second kind. Figure 8 also shows
a full numerical curve due to scattering with TA phonon
modes. The relative weight of the TA part clearly increases
with temperature. Also can be seen at the high temperature
end, is a relatively large deviation between the analytical
and ellip 4+ w(q) curves. This deviation is caused by using a
constant phonon energy instead of a linear dispersion relation.
The energy difference affects the phonon population.

Finally, we study the spin relaxation due to f-process spin
flips. Analytical and EPM + ABCM numerical integrations of
Eq. (60) are presented in Fig. 9 for each of the phonon modes.
In the analytical integration, we have used the approximations
of a spheroidal energy dispersion in the conduction band,
and of wave-vector-independent spin-flip matrix elements and
phonon energies (Sec. IV). The analytical integration becomes
relatively simple for each of the nonvanishing modes and for
spin orientation along the valley axis,

3
L Nomg s K\ (E] /2ksT)

¥ JksT sinh (Ef /2ksT)’
Values of the scattering constants and phonon energies (D,
and E{ ) are listed in Table III, where Dy, stands for Dy, ;.
The value of A; is obtained by summing | My|? over 12 pairs of
valleys. Following the results of Sec. IV A, we getthat A} = 8
and A,;3 = 16. In calculating the values of A; we have used
the facts that for X, there is no coupling between valleys

of the x-y plane, whereas the coupling is D%l between any
of the remaining eight pairs of valleys (assuming that s || z).

(63)

i 3.2
Ty 3m2hcp
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FIG. 9. (Color online) Analytical (solid lines) and numerical (- x -
lines) results of t(7T") in f-process spin flips where each phonon
mode is represented by a different color. The relaxation time is from
all valleys and the spin orientation is set along one of the valley
axes. L and || are taken with respect to the cross product of valley
centers (direction of ko ; X ko). The analytical contribution from
TA | modes vanishes (at the zeroth order).

For %,/3, the coupling is |(1 +i)Ds, |7 between each of the
4 pairs of the x-y plane and D%m between each of the
remaining 8 pairs.

Figure 9 shows that the dominant scattering is with phonon
modes of the LA and TA; (¥; and X3 symmetries; see
Table III). Their temperature trends are correctly predicted
by the wave-vector-independent analytical analysis. The same
applies for scattering with phonon modes of the TO ; and TO;.
After a qualitative analysis we find that the big difference
between analytical and numerical results in the LO phonon
case is caused by quadratic-wave-vector terms. This wave-
vector dependence is further complicated by even higher-order
terms when the electron states are further away from valley
centers. For the TA, phonon case, we found in Sec. IV
that there is no wave-vector-independent term. The numerical
result is attributed to linear terms and it is non-negligible due to
the higher phonon population of this mode [lowest energy; see
Fig. 3(a)]. In general, wave-vector-dependent terms contribute
at all modes when the temperature increases. The dependence
on the electron wave vectors (k; ;) can be similarly analyzed
between decomposed k - p basis states (as in the intravalley
and g-process cases). We do not make an explicit derivation
of these terms since the focus is on the leading-order
term contribution (wave-vector independent in the f-process
case).

C. Spin orientation anisotropy coupled with symmetry
breaking mechanisms

The spin relaxation time is, in general, a function of spin
orientation [74(s)]. It can be obtained by integration with the
general matrix element expressions derived in Eqgs. (17a)-
(17f) and (57)—(59). We can first calculate 74 (s) from one
valley (intravalley) or a pair of valleys (intervalley). The total
7¢(s) is a summation from all of the involved valleys, whose
individual 74(s) can be related to the calculated one by a proper
coordination rotation.

We first discuss the integrated effect of changing s on
intravalley and g-process spin flips. Figure 10 shows the
temperature dependence of 74 (s) due to intravalley scattering
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FIG. 10. (Color online) ty(7,s) of electrons in the z valley
(intravalley) and +z valleys (g process) for spin orientation s along
high-symmetry directions. The curves of s||[100] and [110] overlap
each other since integrations of their respective spin-flip matrix
elements over the azimuthal angle of q yield the same result. In
this sense, only the projection §, on the valley axis is relevant.

of electrons in the z valley with TA, LA, and optical modes. It
also shows 74(s) due to the dominant intervalley scattering
between the £z valleys (g process). These results were
calculated using the kp + ABCM integration procedure with
matrix elements taken from Table V. Each panel shows
results of s along all of the inequivalent high-symmetry
crystallographic directions. The spin lifetime in a given valley
increases with decreasing the projection of the spin orientation
on the valley axis. This effect implies that suppression of the
spin relaxation in one valley is compensated by enhanced
relaxation at perpendicular valleys. As a result, the spin
lifetime due to intravalley and g-process scattering from all
valleys is expected to have a diminished dependence on
the spin orientation. Nonetheless, Fig. 10 can be seen as a
simplified example of how different spin orientations, coupled
with a symmetry-breaking mechanism, can lead to different
experimentally measurable quantities. For example, stress or
electrical fields can selectively change the electron distribution
of different valleys, leading to a significant electron population
only at valleys along a certain axis. In that case, the total spin
lifetime will present a pronounced degree of anisotropy when
changing the spin orientation.

For f-process spin flips, changing the spin orientation
results in slightly more involved relations between spin
relaxation times of different pairs of valleys. The wave-vector
integration of Eq. (60) is not affected by the spin orientation
(MS]; are wave-vector independent). Therefore, one only needs
to obtain the values of A; in Eq. (63) for each of the %;
symmetries. In this application, the 12 pairs of involved
valleys can be divided into 6 groups. Each group consists of
2 pairs related by space-inversion operation and they always
have the same value of |[My,(s)| = (ks, Us |Hy, |K1, fs). For
+x < £y pairs, we use Eqgs. (17b), (17d), and (17f) and
denote them with My 5, (s). Using crystal symmetry, the matrix
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elements of all other pairs relate to My 5, (s) by

tx < Fy: My, (s) = Mo 5, (sx, — 5y,52),

+x < £z M5, (s) = My 5,(5x,5;,5y),

E£x < Fz: M3, (S) = Mo, 5, (55, — 52, — Sy), (64)
ty < £z M5, (s) = My 5,(5;,5,,55),

Ty < Fz: M5, (s) = My 5,(—5;,8y, — Sx).

After summing all of the contributions, one finds that A} = 8
and A3 =16 [the same as those obtained in Eq. (63)]
with the direction of s first expressed in terms of (6,¢)
and then substituted into expressions of My x,. Therefore,
when all valleys are equally populated then the total 7y is
invariant of s (to the leading order). On the other hand,
when symmetry-breaking effects are introduced then valley
repopulation brings in a dependence of the spin relaxation time
on the spin orientation. For example, consider an internally
strained structure in which the f-process scattering with
4z valleys is suppressed (i.e., the +x and %y valleys are
equivalent and have sufficiently lower energy). In such a
structure, the above analysis reveals that if the spin is oriented
along z then one should assign in Eq. (63) values of A} =0
and A, 3 = 8. Similarly, for orientation along x or y one should
assign A; =4 and A, 3 = 4. Using the parameters of this
stressed configuration, the f-process spin relaxation time is
estimated to be shortened by ~50% when changing the spin
orientation from the z axis to the perpendicular plane.

VIII. SUMMARY AND OUTLOOK

We have presented a comprehensive analysis of all phonon-
induced spin relaxation processes in bulk silicon. The applied
temperature and doping regime of this mechanism has been
identified, among other mechanisms (Sec. II). In decreasing
order of contributions to spin relaxation, detailed expressions
of f-process, intravalley, and g-process matrix elements have
been derived and their dependence on the spin orientation are
unveiled. We have elaborated on the wave-vector dependence
and symmetry properties of each spin-flip process. In analogy
to Herring and Vogt theory on momentum relaxation in
silicon,'®® this work unravels the magnitudes and symmetries
of all phonon-induced spin relaxation processes in silicon.

In studying the f-process spin flips, double group selection
rules are used to obtain the wave-vector-independent (leading
order) matrix elements. Spin-orientation-dependent spin-flip
(and spin-conserving) matrix elements were expressed in terms
of scattering constants Dy, (and also Dsy,,) for electron-
phonon interaction with ¥; symmetry.

Intravalley spin flips were studied by using a combination
of single group theory, k - p perturbation method and rigid-ion
model. The spin-dependent coupling between the expanded
basis functions and symmetrized interactions is formulated via
selection rules. This approach allowed us to derive the leading
order intravalley matrix elements [Eqgs. (57) and (58)] and to
resolve their exact dependence on the phonon polarization (§),
its wave vector (q), and on the spin orientation with respect
to the valley axis [s(8,¢)]. By incorporating the diamond
crystal structure into an elastic continuum model (expressing
& in terms of q), we have derived appealing forms of these
matrix elements (Table V). Finally, the analysis identifies
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the important band structure parameters. The n parameter
is a measure of the wave-vector-independent spin-orbit cou-
pling between conduction and valence states at the X point
(Table VI). The deformation potential parameter due to scat-
tering with long-wavelength acoustic (optical) phonon modes
is Dop (D;y), and it corresponds to interband coupling between
the lowest pair of conduction bands [Eq. (46) and (48)].
This coupling is brought by the proximity of the valley to
the two-band degeneracy at the X point. The A parameter
denotes the energy gap between the lowest pair of conduction
bands at the valley center.

A complete picture of the relation between intravalley spin-
conserving and spin-flip processes has been provided (together
with the detailed derivations in Appendixes E and F). This
comparison reveals important physical aspects that are being
overlooked when relating spin and momentum relaxation
times via the shift of the g factor (conventional approach in
quantifying the spin lifetime due to the Elliott- Yafet relaxation
mechanism).

g-process spin flips are studied in a similar way to the
intravalley case. In spite of the opposite valley positions of
an electron before and after scattering, Kramers conjugation
relation allows us to expand the electronic states by basis
functions of the same X point. One result of this relation is
that the matrix elements depend on the average between the
initial and final electron wave vectors [K = %(kl + k;)] rather
than on their difference (q = k; — k;). The spin-orientation-
dependent matrix element of the g-process is provided
in Eq. (59). The involved scattering constant has a large
contribution from dilation and uniaxial deformation potential
constants [Eq. (55)]. Comparing the derived matrix elements
with respective results of independent numerical calculations
shows that our analytical approach provides accurate spin-flip
amplitudes at all scattering angles for both intravalley and
g-process cases (Figs. 5 and 6).

Our analysis provides insights into which parts of the
interaction (spin-independent “Elliott” or spin orbit coupling
“Yafet”) dominate the phonon-induced spin relaxation in
silicon. In silicon, the sum of Elliott and Yafet contributions
vanishes at the zero and first order of intravalley scattering
with acoustic phonon modes.'® At the leading order of this
scattering (quadratic-in-q), we have shown that the Elliott
part dominates the spin relaxation. The Elliott contribution is
also shown to dominate the spin relaxation due to intravalley
scattering with optical phonon modes and g-process inter-
valley scattering. The latter two process are, respectively,
linear in q and K. Yafet contributions, however, cannot
be completely ignored in g-process scattering where the
deformation potential constant is affected by the spin-orbit
coupling [Eq. (F12)]. In silicon, Elliott and Yafet contributions
are comparable only in the f process.

We have derived the spin lifetime due to each of the
spin-flip processes by integrating its leading matrix elements.
Analytical forms are given for intravalley scattering with
acoustic phonon modes [Eq. (61)] and for both types of
intervalley scattering [Eqgs. (62) and (63)]. Comparison of
these results with numerical calculations at different levels
of approximation show good agreements (Figs. 7, 8, and 9).
The analysis also identifies the phonon modes which lead to
strongest spin relaxation. The f process is led by scattering
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with ¥ and X3 symmetries (LA and TA phonons). Intraval-
ley spin relaxation is led by scattering with TA phonons.
Intravalley contributions from scattering with LA and optical
phonons become comparable to the TA’s at room temperatures.
g process is led by scattering with LA phonons. We have
also considered the secondary contribution to g-process spin
relaxation from scattering with TA phonons (quadratic-wave-
vector dependence but a larger phonon population).

A. Outlook

Results of this work shed light on new research directions in
group IV spintronics. By having a thorough understanding of
the underlying physics, one can devise a means to enhance the
spin lifetime of room temperature silicon spintronic devices.
Quenching of the dominant f process by certain stress
configurations is the first step in this direction.'®?3 In this case,
only the valleys along one crystallographic axis are practically
populated with electrons. To further suppress the remaining
relaxation processes (intravalley and g-process spin flips), one
can make use of the slower relaxation when the spin orientation
is perpendicular to this crystallographic axis (Fig. 10).

In addition to quenching the f process and further opti-
mization by spin orientation, one can also impose geometrical
constraints on the transport. For example, promising candi-
dates seem to be stressed silicon wires with a cross-section
area that is large enough to prevent detrimental surface effects
but is small enough to restrict the phase-space for scattering.
Having the wire axis parallel to the axis of populated valleys
would allow one to achieve significantly longer spin lifetimes.
This fact can be seen from the detailed intravalley and
g-process matrix elements: while in these structures forward
and backward scattering with respect to the axis of the wire
(and populated valleys) dominate the transport, these types
of scattering would not be accompanied by spin flips (e.g.,
for z valley electrons, assign g, ~ g, ~ 0 in Table V). This
example shows the insights one can gain from understanding
the symmetries of the matrix elements rather than only having
a knowledge of the integrated effect.

The complete set of matrix elements is also instrumental in
calculating the spin relaxation in the presence of large electric
fields. Due to the mass anisotropy, the valley population
depends on the direction of the field. In addition, the field
can lead to a large departure of the electron distribution
from equilibrium conditions.!?® As a result of these effects,
intervalley processes are enabled already at low temperatures
and certain scattering processes are enhanced.®® Using the
dependence of the relaxation on spin orientation and scattering
directions, one can accurately model and understand the spin
relaxation in these conditions.

The presented theory identifies a handful of scattering and
band structure constants which have not been experimentally
determined yet. Evidently, the most important constants are
Dsy, s of the f-process scattering with phonon modes along
the LA (TA) branches and Ax, which denotes the spin-orbit
coupling between conduction and valence states at the X point.
In the absence of experimental data, we have used the empirical
pseudopotential method to calculate their values (Tables IIT and
VI). To determine these constants experimentally one should
resolve various contributions to the measured spin lifetime.
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Intravalley, g and f processes have different dependencies
on the wave-vector components, phonon polarization, and
spin orientation. In addition, the energies of the respective
phonon modes are different. As a result, the measured spin
lifetime of each of these processes has a unique dependence
on temperature [Egs. (61)—(63)], and it can be clearly resolved
by application of a symmetry breaking mechanism (e.g., stress
or electric fields as mentioned before).

Finally, the theoretical approaches presented in this paper
can be used to study the spin relaxation of materials with
different symmetry groups and consequently different wave-
vector-order analysis (e.g., germanium and graphene with
respective utilization of the space groups at the L and K points
of their Brillouin zones). Results of such a study provide a
clear picture of preferred scattering angles, spin orientation,
and dominant spin relaxation mechanisms. As in the case of
silicon, having this information provides guidance in tailoring
the spin relaxation by application of stress, external fields,
or geometrical constraints. When such external influences
become too large, one can repeat the steps of the presented
procedure after adding the external perturbation explicitly in
the Hamiltonian and interaction terms.
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APPENDIX A: DETAILED APPLICATION OF DOUBLE
GROUP THEORY FOR f-PROCESS MATRIX ELEMENTS

In this Appendix, we intend to express interaction matrix
elements (k, +s|Hy, |k;,s) in terms of Ny, independent
constants. First, by the general time-reversal and space-
inversion symmetries we can connect different matrix elements
of each phonon mode [Eq. (13)].

For ¥; mode, the (p,|t) operation equates the spin-flip
matrix element to negative of itself (seen from the character of
¥ and the IR matrix of Do, = DA, X Dy, in Table III). We
show this example explicitly,

H): e H):],

1

—ikpa
Ik, ) = e x (=), ),
K, ) > e x ik, L),

remembering that basis states in Dy, are |K, f; ({;)). (o;]7)
and other symmetry operations do not provide constraints on
the spin-conserving matrix element. Since Ny, = 2 [Eq. (11)],
there are two real constants Dy, ,, and Dy, ;. The physical
significance of these two constants will become clear later.
They are defined such that

(k2’ TTZ |H21|k17 TTZ) = DZ],W! + iDEle‘

For X, spin-conserving matrix element vanishes (can be
seen, for example, by applying the T'o, operation). The spin-
flip matrix element is

(AD

TR
(k2. U: [Hs, ki, ) = —(=ki, {: [Hs, [ — ko, i)

(pxy|T)

= "i(ky, M [Hs, k1, U2),
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TABLE VIIL List of operations of the G2, group. Notations
follow Ref. 100.

Class symbol Operations

C (€10)

G (82¢10), (82y10), (8ax |1xy), (Say|txy)

C3 82:

C4 (62xy|‘[)a (52X‘y|‘[ + txy)

Cs (B T)s B 1T)s Bar|T + 1)), (831 |7 + 1y)
C6 (Iozlt)» (pzlf + lxy)

G (oy17)s (017D, (pylT + 1), (a7 + 1xy)
Cs (i), (GlT + try)

C‘) (ony |O), ()O)hlo)

Cio (04:10), (05" 10), (0uc|t2y), (047" [1y)

Cll (ony |txy)v (Ioiyltxy)

ClZ (82)?y|f)s (82):)".[ + txy)

CI3 (82z|[xy)

Cl4 (€|txy)

by time reversal and (p.,|t) sequentially. Combined with
Eq. (13b), we are led to

<k27 ‘U’Z |sz|kla ﬂz) - Dzz - iDEzv

where Dy, is the independent real constant.

Applying the same operations for X3 and noting that the
only difference from X, mode is the sign of xz,(px,|7), We
get

(A2)

<k2’ ‘U’Z |HE3|k11 ﬂz) = DEj; +iDE39

where Dy, is the independent real constant. As shown in
Eq. (11), the X4 phonon symmetry does not couple electrons
of any spin species (Ng, = 0).

(A3)

APPENDIX B: GROUP G2,

Symmetry operations of the G3, group are listed in
Table VIII. The table refers to the X point in the z direction.
Tables of X points in the x and y directions are derived
by cyclic permutations. From Table VIII one can study
how vectors and axial-vectors are transformed under the 32
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group elements. Character table of the G%Z group is listed in
Table IX. From the character table one can decompose the
direct products of {X, X4} into direct sums of IRs [Eq. (18)].
One can also construct all sorts of direct product rules from
IRs that present components of vectors, axial vectors, or
(anti)symmetric potentials [Eq. (20)].

APPENDIX C: k - p HAMILTONIAN PARAMETERS AND
THE PARTITIONING

Comparing directly the matrices form of Eq. (24) and the
Hamiltonian H; in Eq. (23), the four independent integral
constants readily follow:

hiko = (X7 | p.|X7), (Cla)

moP = h(X} |py| XT), (C1b)
4mict Ay = ih(X3 [(VV x p)y| X7), (Clc)
dmicia = —in?(X5|aV/ay| X7 ). (C1d)

These constants can also be expressed as other equivalent
integrals (e.g., ik = —(X||p.|X])).

To analytically diagonalize the Hamiltonian matrix in
Eq. (25) we note that the X-point energy gap, E, x ~ 4.3 €V,
is significantly larger than other energy scales. Therefore, we
use degenerate second-order perturbation theory and lump
the valence band effect onto the conduction band (Lowdin
partitioning).'”® We get a reduced 4 x 4 matrix,

- HJ. Hy
H. = H. + , (C2)
g.X
whose four spin-dependent basis states are
XL = Xl + ke X4. (C3)
g, X
Xi=0X7, IX7, DuIXE XL D1 and - Xy =

(X5, D.1X5, D1X3, DLX3, D17 Higher-order
perturbation does not bring dominant terms up to quadratic k
dependence. It has been explicitly checked. The eigenvalues

TABLE IX. Character table of the G3, group.

G G G Cy Cs Co G Cs Gy Cio Cn Cn Cis Cu
M, 1 1 1 1 1 1 1 1 1 1 1 1 1
M, 1 1 1 -1 -1 1 1 1 - -1 -1 -1 1 1
M; 1 -1 1 -1 1 1 -1 1 - 1 - -1 1 1
M, 1 —1 1 1 -1 1 -1 1 1 -1 1 1 1 1
M;s 2 0 -2 0 0 2 0 -2 0 0 0 0 -2 2
M 1 1 1 1 1 -1 -1 -1 -1 -1 -1 1 1 1
M, 1 1 1 -1 -1 -1 -1 -1 1 1 1 -1 1 1
M; 1 -1 1 -1 1 -1 1 -1 1 -1 1 -1 1 1
M 1 -1 1 1 -1 -1 1 -1 -1 1 -1 1 1 1
M; 2 0 =2 0 0 -2 0 2 0 0 0 0 -2 2
X, 2 0 2 0 0 0 0 0 2 0 -2 0 -2 -2
X, 2 0 2 0 0 0 0 0 -2 0 2 0 -2 -2
X3 2 0 -2 2 0 0 0 0 0 0 0 -2 2 -2
Xy 2 0 -2 -2 0 0 0 0 0 0 0 2 2 -2
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of H,. that pertain to the energies of the upper and lower conduction bands read

! 2(12 2
Pkt R) AR

where k. =k, —2m/a and m., = thg,X/2P2. The energy
gap between the conduction bands is AE (k). Values of the
parameters are provided in Tables VI and VII. The n-related
term®' as well as the ak]-related term in Eq. (C4) are the
leading spin-orbit effect on the energy. Along the Z-symmetry
axis connecting the X and W points [k, = k, = Oork, =k, =
0; see Fig. 3(a)] as well as the part of A axis very close to the

E+(kK) = , C4
+(k) 2my 2m, 2 (€4
A 4AcAxak!
AE. (k) =2 - 0% + ( il y> + |n|2(k§ + ki) — ﬁ, (C5)
mo cv Eg,X
[
where
- a 2 a - a a
b= Z (|C2i—l - |C2i|2)’ d= Z (CZi—ICZi)'
i=1 i=1
Thus, we get the combination parameter in Eq. (D1):
w = (b — /b +4|d?)/Q2d"). (D2)

X point, the splitting between the lower and upper conduction
bands is induced by the spin-orbit coupling. This feature
corresponds to the celebrated spin hot spot at the edge of
the Brillouin zone.?!?? Figures 4(b) and 4(c) show the energy
dispersion of the two conduction bands along the Z axis.

APPENDIX D: SPIN ALIGNMENT

In this Appendix, we present the routine for linearly com-
bining doubly degenerate eigenvectors such that the resulting
eigenvectors spins are aligned along a desired direction of s
[Eq. (6)]. This routine is for Hamiltonians that include spin-
orbit coupling and when the crystals have a space-inversion
symmetry. Particularly, it is tailored for basis states which
go back to themselves after sequential space-inversion and
time-reversal operations. The chosen X-point basis as well as
general plain-wave basis belong to this category. Otherwise,
the routine can be readily modified and made applicable.

In general, we express the double degenerate eigenvectors
inbasis |X) ® | 1 ({)s), where |X) is the spin-independent part
(Secs. VA and VD). o - §in Eq. (6) is written as [1,0;0,—1] in
this basis. Suppose one of the double degenerate eigenvectors
is ¢?(k), and it has 2m elements, where m is the number of spin-
independent basis states (m = 4 in our k - p Hamiltonian).
cgl;l(zl.)(k) are coefficients of pure spin up (down) basis states.
Then, from the general consideration of time-reversal and
space-inversion symmetries of the Hamiltonian and the basis
states, we know that components of the other eigenvector
c’(k) can be written as cgi = (c5;_1)* and CIZ’F1 = —(c5)".
This property satisfies the first equality of Eq. (6). To satisfy
the other spin alignment definition in Eq. (6), we write a
normalized linear combination,

e = (¢ 4+ we?)/V1 + w2, (D1)
such that
| 1 0
Uyt |-
(c”) |:Im® (O _1>]c =0,
where cili = (C;Ti_])*, cili_] = —(cgi)*, and [, is a m-

dimensional identity matrix. We are led to

—d — wb + w?d* =0,

We further have w =~ —d/b if b > d. In the case of EPM
states, this general procedure requires to replace the |X) basis
(m = 4) with a plane-wave basis (where typically m > 100).

APPENDIX E: INTRAVALLEY MOMENTUM SCATTERING
AND DEFORMATION POTENTIAL

In this Appendix, we derive results of intravalley mo-
mentum scattering by selection rules with k - p Hamiltonian
eigenstates. The procedure paves the way for analyzing more
involved intravalley (Sec. VB) and g-process (Sec. VC)
spin-flip scattering in a similar approach.

The leading terms in momentum scattering matrix elements
depend linearly on the phonon wave vector. We show it by a
wave-vector-order analysis.

Zeroth order. At k; = Kk;, the in-phase atomic vibration
does not depend on lattice sites. Thus, the phonon-induced
interaction in Eq. (7) reduces to displacement of the entire
crystal, > ; ViVi(r — Rj) = VVeyga. Based on the relation

chryslal = l[paH]/hv (El)

the coupling of the in-phase part between spin-degenerate
eigenstates of H vanishes,

For the out-of-phase part, £ ~(q) is linear with ,
M,y(k,s; k,s) = My(k,s;k, —s) = 0. (E3)

Therefore, all the zero-order terms vanish.

First order. We write the matrix elements of momentum
scattering using the basis states of the X point. Here, the effect
of spin-orbit coupling can be safely neglected. As a result, in
the expansion of |k,s) [Egs. (26) and (27)] we omit B(k) and
keep only the coefficients of A(k). These coefficients and the
translational part are then linearized around K = (k; 4 k3)/2,
providing

Ak 2) = A(Ko) Fq/2 - Vi AK)|, + - -

P Pg,
=|:0,1,:t—qx,:i: q"}%—---, (E4)

2E, x 2E, x
exp(ik] , - r) = exp(iky - 1) (1 Fiq-r/24---, (E5)
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where K was replaced by the wave vector of the valley center
(ko). The error brought into the matrix element with this
replacement is of higher order (quadratic) in q. We substitute
these linearized forms into Eq. (26) and the resulting states are
then plugged into the in-phase and out-of-phase part of Eq. (8).
This procedure identifies three linear terms with relatively
large coefficients, and the matrix element up to leading order
reads

3

M(ky.s:ky.8) = MO + MY =" In ;.
j=1

Iny =& (@) - (X]|VV_|X]),

— + L xt n_
Inpy = 2, [:Xx;y[qz’é Q@ (X4|VV+|X1> c.c.],
Ins = —£7(@) - (X1]Gq - 1)V VL] X]), (E6)

where c.c. denotes complex conjugate. These conceivably
dominant terms are further examined to see if they are kept by
selection rules.

The integral forms of intravalley momentum scattering
are further restricted by group theory. Both the basis states
couplings and interactions are identified as parts belonging
to IRs of G%Z. Using Eqgs. (18)—(20b) and the discussion that
follows, we write the following decompositions:

(Xi]-.|X]) > X1 © X1 =M & M; oM ® M, (ETa)

(X§]-.|X]) > X4 ® X1 = Ms & ML, (E7b)
VVi - (M3 & Ms) @ My = My & Ms, (ET7c)
VV_ — (M@ Ms) @ My = My & M;. (E7d)

In writing the first line, we have used Eq. (19a) to cross out
IRs in which only off-diagonal coupling between basis states
is possible (i.e., between X % and X %). The first integral, I,
in Eq. (E6), couples X| states via a vector-type operation on
the antisymmetrical potential part (V V_). Since the respective
decompositions in Egs. (E7a) and (E7d) have no mutual IR,
this type of coupling vanishes. We get

In1=0. (ES)

The second integral, I,, in Eq. (E6), couples X; and X4
states via a vector-type operation on the symmetrical potential
part (VV,). Ms appears in the respective decompositions
[Egs. (E7b) and (E7¢)]. Following the discussion that precedes
Eq. (21) we can find the invariant integrand form. Then, by
noting that V. can be replaced by the crystal potential (set
ki > =(0,0,1)27/a in Ref. [93]), the integral is analytically
solved using Eq. (E1):

img P?
hZ

In> = [g:£5 (@) + 4,6, (@), (E9)

The third integral, I, 3 in Eq. (E6), couples X 11 states via a

second-rank tensor [r ® VV,(r)]. To write a decomposition
expression, it should first be cast into a symmetrized form,

reVV, =) r—1)@VVur—1,)+ 7@ VV_.

(E10)
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As shown before, VV_(r) cannot couple between X 11 states.
The symmetrized sum term on the right-hand side transforms
as

(M} @ Ms5)®* = (M5 ® Ms) @ (M} @ M) ® 2(M} ® Ms)
= (M & My & M3 ® My) ® (M) & 2(M5).
(E11)

Combined with Eq. (E7a), we see that the two M| in Eq. (E11)
contribute to Iy, 3 in Eq. (E6). There should be two independent
parameters associated with the two M;’s. Of the nine tensor
components of Y (r; — T4,;)d Va(r — 74)/3dr;, one indepen-
dent parameter originates from the product of longitudinal
components (i = j = z) and belongs to M; ® M; = M,, and
the other from the sum of transverse component products
(i=j=x plus i = j =y) and belongs to the M; out of
Ms ® Ms. Putting all of the pieces together, the overall matrix
element of intravalley momentum scattering reads

M(k,,s;ka,s)
. P2
= ”";2 [0:67 (@ + 0,6 @]
X,y,2 A,B
. OVau(r — 1y)
—lquéfz:(’(”(rj—faj)—marj |X1)-
j o

(E12)

Deformation potential theory provides a concise ap-
pearance for the matrix element of intravalley momentum
scattering,”®108:130

X,¥,2
> (kolDjjlko ) €55(q).

J

(E13)

where deformation potential operators and strain tensor (€)
elements at the long-wavelength regime are

Dy = — PP | i AVel(1+¢€)- r]’ (E14)
ny é—0 aE]k
(@ = i(q;& (@) + qi&; (@)/2. (E15)

Ve is the crystal potential under strain €. Here € (q)
in Eq. (E15) is stripped out of the amplitude factor
VR/RpVwo(q)ly/n(q) + 1/2 £ 1/2 in order to compare it
with the expression of Eq. (8). To relate with Eq. (E12)
we substitute Eq. (E14) and (E15) into Eq. (E13) and use
Y, () = etk WX} (r). The second term in D;; leads to exactly
the last term of Eq. (E12) with an opposite sign. For the kinetic
term in D;;, we write

m2 P2
(xi|p3[x1) =Y (xi|pj1Xa){Xa|ps| X1) = ;—2

n

(E16)

where j = {x,y} considering the dominant coupling of py
between X| and valence X4 states.'*! p2 does not have this
dominant coupling. Therefore, the first term in D;; is exactly
the second line of Eq. (E12) with a minus sign. Physical results
do not change upon this global minus sign. Of the diagonal
deformation potential constants D;; = (ko|Dj;|ko), there are
two independent values D, and D., = D,, (in z valley).
Dilation and uniaxial deformation potentials are related to
them via E; = D,, and E, = D,; — Dy,.
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All in all, we have shown the equivalency of our procedure
with known deformation potential theory for intravalley
momentum scattering.

APPENDIX F: SOME DETAILS IN INTRAVALLEY AND
g-PROCESS SPIN FLIP MATRIX ELEMENTS

1. Intravalley

We invoke group theory and evaluate the integrals
in Eqgs. (42b)-(42e). The out-of-phase matrix element,
> v Luvp, includes a single dominant Elliott process. Its
coefficient product, in/Ac, comes from A X! and 0B X7 /0kx(y).
Its integral reads (X ||V V_|X ?). Using appropriate decompo-
sitions,

(X1]-|XT)—> X1 ® X, =My @My & My ® M5, (Fla)
VV_ — (M5 & Ms) @ M, = My & Mj, (F1b)

we see that these states can be coupled by the longitudinal
component of VV_ (transforms as M,). We have crossed out

IRs in which only diagonal coupling is possible (e.g., between
X, Pand X 1). All in all, one combination is kept:

> huva = olxt

[TRY]

av_
S Xiae +ae@. @)

The remaining nonvanishing matrix elements relate to the
in-phase potential. The sum Z 1,,,,;3 includes a single dom-
inant Elliott process. Its coefﬁ01ent product, —i Pn/E; xAc,
comes from 9 By [k, y and 9A yx0)/3ky(y). Its integral reads
(X¥|VV,|X;"”). Using appropriate decompositions,

(XT|--|X5) > Xa® Xi = Ms & ML,
VV, — (M ® Ms)® M, = M & Ms,

(F3a)
(F3b)

we see that these states can be coupled by the transverse
components of VV, (transform as Ms). Similar to the
derivation of the second momentum integral [Eq. (E9)], we
reach at an analytical result for the third spin integral,

ZI/J,VS

The sum Z I, .4 also includes a single dominant Elliott
process. Its coefﬁ01ent product, —in/Ac, comes from Ay
and 9 By» /9ky,y. Its integral reads (XZIr® VV,|X!). The
interaction is first cast into Eq. (E10) where both parts
(tensor and antisymmetric potential) can couple between the
states. Each of the respective decompositions in Egs. (E11)
and (F1b) share a common M, IR with Eq. (Fla). Using the
transformation properties of My, the resulting integral reads

in(gx —iqy) ov_
D hus = IO | T

h2 ———(gs — iqy)[q:&, (@) + ¢,5  (@].  (F4)

q-t6(q)
W,V

8 AVu(r — 74)
+ 20— Tl (@ + g, & @I X).

(F5)

The sum }_ |
coupled by VVJr

1,5 includes dominant Elliott processes
One of the dominant products comes

PHYSICAL REVIEW B 86, 085201 (2012)

from Ay and 20°B X7 /0k;0ky(y). The corresponding integral

(X%'|VV+|X 1) vanishes, for that there are no common IRs
between Eqs. (F1) and (F3b). Other dominant products
come from Axl and 8%B w/aky(x), and from B, e and

20A X7 /0k,0k,. Repeating the analysis that led to Eqs (E9)
and (F4) we reach at

- —iP?my
fivs = 58

— 20" = Mg, [EF (@ — i&7 (@]} . (FoO)

The only Yafet process is included in [, ,.s with co-
efficient product 4P?/(E, xEc) that comes from A x! and
20> Ay [0k, k. Its integral reads (X |VV}% |X}). The k-

independent part of V3%, " does not contribute to this matrix

nlige! @ — g€ (@]

v

element: (X?|V(VV, x p)|X!) vanishes by time-reversal
symmetry [Egs. (22b) and (22d)]. The relatively small in-
teraction V(V V.. x fiko) can couple X! with X? states. The
interaction transforms as second-rank tensor and belongs to
M ® Ms)®2. From Egs. (E11) and (Fla), we see that My is
the common IR. To be specific, it is the component 32V, /dxdy
that belongs to My. In spite of the relatively small magnitude,
we still give its expression explicitly,

s = EgxAc  4m2c2' ' axdy

| X1),

(F7)

and shall find it a compensating part in leading to a concise
result.

Given these dominant contributions for spin relaxation, we
may attempt to relate them to some known physical quantities.
First of all, we find out that the terms in Eq. (F4) and Eq. (F6)
(excluding small n” — 5 part) can be combined and they share
a common factor in(g, — i qy)(qxé;r +q,&5)/Ac with the
second term in Eq. (F5). Second, the left-out n” — n part in
Eq. (F6) is found to be exactly compensated by the Yafet part
[Eq. (F7)]. It is shown with the help of'3?

n? L2V, 2Pmoo
4m§c2( ﬂaxaypq): n?

At this phase, the total of Egs. (F4)—(F7) closely resemble a
deformation potential constant D}, = (X7 |Dy,|X]) defined
in Eq. (E14), up to a constant prefactor. However, care
should be used due to its off-diagonal nature. Contrary to
diagonal deformation potential that appeared in the momentum
scattering (e.g., dilation and uniaxial), dVc[(1 + €) - r]/0¢,,
contains a part induced by internal displacement.’® Thus, the
sum of Egs. (F4)—(F7) alone is not sufficient to form a complete
deformation potential constant. Out-of-phase phonon polariza-
tion vector £, on the other hand, can be expressed in terms of
&% and internal displacement for small q (see Table II and its
discussion). Replacing &~ in Eq. (F2) with equivalent £ © terms
(from the fourth row in Table II), we obtain the final intravalley
spin-flip matrix element expression in Eq. (45) with Eq. (46)
of the main text.

Finally, we mention an alternative choice to derive these
results with a basis states of the A axis at Ky. In this case,

(F8)
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third-order perturbation theory expanded around k = kg gives
a similar result (with the help of wave-vector-order analysis
and the appropriate adjustments to the space group of A-axis).
From our results, we are able to conclude that the leading
contributing term with this alternative approach is

h ) )
D (A1 la-pIAS L) (AL L [Viol A 1)

m()Eg.kUAC i

X (A tl-m [qa-p|Al 1 ) AL+ 64 (@) - VVo]
g.Kko

ey (@ Viy|Ar 1),

where i,j = {x,y}. p, |A), and E, \, denote, respectively, the
momentum operator, the spin-independent state and the energy
gap between conduction and valence bands at Ko. €,,(q) Vxy,
with Vj; defined by the last term in Eq. (E14), is a partial
combination of in-phase and out-of-part interactions.

2. g-process

We analyze the terms IZ and I in Eq. (53) and derive
their expressions in detail. Following the reasoning that led
to Observation 2 of the intravalley case, the Elliott part (17)
has a dominant coefficient in/A¢ from BBX%r /0ky,y and Ax:1.
However, the basis states associated with this coefficients are
(X 11| and | X f), as can be inferred by the index arrangement
of 1’ [below Eq. (53)]. The Yafet part (/¥) has a dominant
coefficient —P/E, x from 0A X /0ky(y) and Ay between

(X Z(x)| and |X]). In spite of this coefficient disobeying
Observation 2, the Yafet part is kept and will be shown not
too small compared with the Elliott part.

Having identified the important coupling between basis
states, we can determine which of the phonon modes dominate
the g-process spin relaxation. It is determined by applying
selection rules connecting opposite points of the A star. The
Elliott part is analyzed first. From Eq. (53), a first Brillouin
zone phonon wave vector q = —2k; ~ (0,0,0.3)27/a is
needed to conserve the crystal momentum. With w;l = 1//X%/,

the Character of the state product has the following identity:

XAr XAI = )(Zlf(’ = (XA’ = (Xa, The last equality is

obvious if one refers to the character table of the A group
(e.g., Table V of Ref. [99]) T hus, the Elliott part involves a

phonon with a character yx , A % IR of A1 with a first Brillouin
zone wave vector is identified with the LA mode. Similarly,
the coupling of the Yafet part is between ¥4, x, and ¥a, «,, and

2ko )* —2ky ).

it leads to X;fko for the interaction. The spin-orbit potential
transforms as As, and xa,(a;)Xas = Xas- Thus, the Yafet part
involves a phonon mode that transforms as A; or A}, which
corresponds to LA or LO mode, respectively. The LO phonon
has much greater energy than that of the LA phonon and we
drop it from the leading Yafet contribution. In conclusion, the
LA mode dominates both the Elliott and the Yafet coupling.
The leading-order matrix element of the g process [Eq. (53)]
can be related to some form of a deformation potential
parameter. It can be done since the coupling can be expressed
between basis states of the same X point. The Elliott part is

PHYSICAL REVIEW B 86, 085201 (2012)

explicitly written as

—2n ; V. v
Ac ——(Xile Pt (“ELAz 8+ éLA,Za_Z) |X1)

x(K, —iK,), (F9)

IE =

where we have used the approximation that & fA has only a
nonzero longitudinal component (it is exact when the wave
vector is on the A axis). To find the nonvanishing part of this
integral, the integrand is converted into parts belonging to IRs
of the X-point space group. The new feature that emerges in
a g process is the phase factor e*%0° = 1 + 2ik)z — 2k{?z% +
O((k)z)?®). For the in-phase part, 8V, /dz and 70V, /dz belong
to M} and M, @ M,. The higher-order term is

AV AVu(r — 7o) V.
277+ } _ 20%ad = be) 20V
3z = (z fa,z) 9z + 7 9z

aVal(r -7 ) 8Vat(r TB)]
9z 9z ’

Z

+2z; |:(Z_TA,1) —(z—7182)

which belongs to
MP* @ My & My & My ® My @ M.

As shown by Eq. (E7a), operators that couple X % states belong
either to M| or Mj3. Operators that are all even under time
reversal [Eq. (22b)] are further restricted to M for even-parity
states [Egs. (19a) and (22d)]. Thus, the allowed coupling
interactionis ), (z — Tq,;)d Var(r — 74)/9z. Similarly, we find
that there is no comparable out-of-phase contribution. The
resulting Elliott part of the matrix element reads

(—in)ak,
— D (K, —iKy),
Ac

I ~ (F10)
where we have used SLA (—2ky) ~ 1 and D, in Eq. (E14).

For Yafet part, the unity leadmg term in the expansion of
¢%%0? results in a nonvanishing integral. It is the reason that
we have kept this part in spite of disobeying Observation 2.
The symmetry properties of d(V V. X p)y(y/9z follow M} @
M; = Ms, which also appears in the decomposition of the
states product [X“ ® X!; see Eq. (18c)]. Together with the
leading coefficient of the state expansion, — P/ E, x, the matrix
element of the Yafet part reads

v 2P .
1" = " Dy(K, —iK,). (F11)
E, x
where the scattering constant integral is denoted by
h 1 0(VVLxp)y,
by = 4c2mé(x4| 0z |X1>
~ 6.7 meV - 27 /a, (F12)

with its value calculated from EPM. The out-of-phase part
leads to a slightly smaller coupling integral (~4 meV - 21 /a),
but with a small polarization &, _.(—2k;) ~ 0.2. This property
renders its contribution too small compared with the leading
Elliott part. It is therefore neglected.

Altogether, the leading g-process matrix element is Eq. (54)
with Eq. (55) in the main text.
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