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Semiconductor-metal transition in semiconducting bilayer sheets of transition-metal dichalcogenides
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Using first-principles calculations we show that the band gap of bilayer sheets of semiconducting transition-
metal dichalcogenides (TMDs) can be reduced smoothly by applying vertical compressive pressure. These
materials undergo a universal reversible semiconductor-to-metal (S-M) transition at a critical pressure. The S-M
transition is attributed to lifting of the degeneracy of the bands at the Fermi level caused by interlayer interactions
via charge transfer from the metal to the chalcogen. The S-M transition can be reproduced even after incorporating
the band gap corrections using hybrid functionals and the GW method. The ability to tune the band gap of TMDs
in a controlled fashion over a wide range of energy opens up the possibility for its usage in a range of applications.
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I. INTRODUCTION

Despite being a very promising two-dimensional (2D)
material, gapless graphene has limitations for its applications
in nanoelectronics and nanophotonics. This led to the finding of
other 2D materials with finite band gap such as BN, transition-
metal dichalcogenides (TMDs), and transition-metal oxides
(MO2). A BN sheet is an insulator, and modifying its band gap
for optical and electronic applications is still a challenge. De-
pending on the combination of metal and chalcogen, TMDs of-
fer a wide range of 2D materials: metals,1,2 superconductors,3,4

charge-density-wave systems,5,6 Mott insulators,7 and
semiconductors.8,9 Semiconducting two-dimensional TMDs
include MoS2, MoSe2, MoTe2, WS2, and WSe2 and have
emerged as promising materials for a range of applications.

Few layers to monolayers of MoS2 and other TMDs have
been successfully synthesized10–19 and their optical absorption
and photoconductivity have been studied.10,20 A single layer
of a TMD having stoichiometry of MX2 consists of a
hexagonally arranged transition metal (M = Ti, Nb, Ta, Mo,
or W) sandwiched between two layers of chalcogen atoms
(X = S, Se, or Te). Within a layer the metals and chalcogens
form strong ionic-covalent bonds, whereas in bulk TMDs, the
layers are bonded by weaker van der Waals (vdW) interaction.
The bulk TMDs are indirect-band-gap semiconductors having
band gaps in the range of 1.0–1.35 eV.8 With reduction in
the number of layers the band gap increases9 and transforms
into a direct gap for a single-layer TMD.21–23 In order to
use these materials as building blocks in nanoelectronics,
their electronic properties need to be modified. This has
been achieved by doping1,24 and intercalation.25,26 TMD-based
field-effect transistors with high room-temperature current
on-off ratios27 and higher on- current density28,29 as well as
integrated circuits30 have been successfully fabricated.

Tuning the band gaps of 2D materials—for their potential
application in electromechanical devices, tunable photodetec-
tors, and lasers—has been a challenge in band gap engineering.
An applied strain or electric field offers a novel way of
modifying the band gaps over a wide range. Even for graphene,
it has been shown using density functional theory calculations
that uniaxial strain on monolayers31 and applied vertical
electric field to bilayers32–36 open a small band gap. Similar,
theoretical studies for TMDs show a semiconductor-to-metal
(S-M) transition for bilayers subjected to a vertical electric

field37 (0.2–0.3 V/Å) and for mono- and bilayers under biaxial
strain.38 These techniques are promising but suffer from lack of
practical applicability. For example, the electric field required
to achieve the S-M transition is too large, and a reversible
way of applying a biaxial strain in 2D materials has yet
to be demonstrated in laboratory. On the other hand it has
been experimentally shown that the band structure of bulk
TMDs can be modified by application of compressive strain.39

Here, we investigate the effect of normal compressive strain
(NCS) on the electronic properties of semiconducting bilayer
TMDs: MoS2, MoSe2, MoTe2, WS2, and WSe2. The band
gaps of these materials decrease gradually with applied NCS.
A reversible semiconductor-to-metal transition was observed
after a threshold pressure P th was achieved. The P th depends
upon the material as well as the stacking pattern of the two
layers. The hybrid functional and GW methods were used
to correct the Perdew-Burke-Ernzerhof (PBE) gap. The S-M
transition was found to be independent of the method. This
offers a wide range (1.9–0.0 eV) of reversible band gap tuning,
which can be utilized for various applications.

II. COMPUTATIONAL DETAILS

The calculations were performed using ab initio density
functional theory (DFT) in conjunction with all-electron pro-
jector augmented wave potentials40,41 and the Perdew-Burke-
Ernzerhof42 generalized gradient approximation (GGA) to the
electronic exchange and correlation, as implemented in the
Vienna ab initio simulation package (VASP).43 We optimize
the structure of bilayer TMDs (MX2 with M = Mo,W and
X = S,Se,Te), using the unit cells as shown in Fig. 1. A
well-converged Monkhorst-Pack k-point set (15 × 15 × 1)
was used for the calculation and the conjugate gradient scheme
was employed to optimize the geometries until the forces on
every atom were �0.005 eV/Å. Sufficient vacuum was used
along the z direction, i.e., perpendicular to the 2D sheet, to
avoid spurious interaction among the periodic images. The
lattice parameters and interlayer distances of the optimized
structures are listed in Table I and are in good agreement with
the previously reported PBE values.1

The weak van der Waals interaction between the layers
has an effect in determining the interlayer distance for the
bilayers as well as for the bulk MX2. The van der Waals
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TABLE I. Structural parameters and band gaps of bulk, monolayer, and bilayer TMDs calculated using PBE and PBE + vdW functionals.
For comparison purposes the corresponding experimental values are also included.

Structural parameters (Å) Band gap (eV)

Bilayer separation Bilayer
Material Functional a c AB AA Bulk Monolayer AB AA

MoS2 PBE 3.18 12.42a 4.14 4.54 0.94 1.68 1.59 1.63
PBE + vdW 3.21 12.42 3.11 3.72 0.85 1.25 1.47

Expt. 3.16 (Ref. 44) 12.29
(Ref. 44)

1.23 (Ref. 8) 1.9 (Ref. 45) 1.6 (Ref. 45)

MoSe2 PBE 3.32 13.06a 3.88 4.36 0.87 1.43 1.42 1.41
PBE + vdW 3.33 13.06 3.19 3.78 0.87 1.18 1.41

Expt. 3.30 (Ref. 44) 12.94
(Ref. 44)

1.09 (Ref. 8)

MoTe2 PBE 3.56 13.95a 3.95 4.97 0.67 1.06 1.03 1.05
PBE + vdW 3.54 13.95 3.37 4.07 0.68 0.88 1.02

Expt. 3.52 (Ref. 44) 13.97
(Ref. 44)

1.00 (Ref. 44)

WS2 PBE 3.18 12.99a 4.31 4.56 1.25 1.81 1.77 1.79
PBE + vdW 3.19 12.99 3.39 3.95 1.24 1.57 1.70

Expt. 3.15 (Ref. 46) 12.32
(Ref. 46)

1.35 (Ref. 8)

WSe2 PBE 3.32 13.38a 4.11 4.43 1.09 1.53 1.51 1.52
PBE + vdW 3.34 13.38 3.35 3.98 1.08 1.43 1.51

Expt. 3.28 (Ref. 46) 12.96
(Ref. 46)

- - 1.20 (Ref. 8)

aSame values as for vdW calculation.

interaction originates from dynamical correlations between
fluctuating charge distributions and cannot be described by the
PBE functional. Consequently, the relaxed bilayer distance
obtained by PBE is off by approximately 1 Å compared to the
bulk interlayer distance. We incorporate the van der Waals
interactions by adding a semi-empirical dispersion potential
(D) to the conventional Kohn-Sham DFT energy, through a
pair-wise force field following Grimme’s DFT-D2 method47

(where D2 stands for the second generation of this method).
The parameters used in the DFT-D2 method are thoroughly
optimized for several of the DFT functionals, including the
PBE functional. We performed a comprehensive test of the
reliability of the empirical parameters by calculating the bulk
phase of the TMDs. The lattice parameters obtained using this
approach are in very good agreement with the experimental
values;44,46 see Table I. The calculated DFT-D2 interlayer

FIG. 1. (Color online) Structure of AB-stacked MX2 bilayer with
M and X atoms are shown by purple (larger) and yellow (smaller)
spheres, respectively. Side view of the bilayers with AA and AB

stacking. The blue dotted lines show the unit cells.

distances in bilayer TMDs have decreased significantly
compared with the PBE results (Table I).

III. RESULTS AND DISCUSSION

The two layers in a bilayer TMD can be arranged in either
AA or AB stacking. In the AA (AB) stacking the M atoms in
one layer are on top of the M (X) atoms in another layer (Fig. 1).
AB stacking is preferred in both bulk and bilayer TMDs. In the
case of a bilayer TMD the energy differences between the two
types of stacking are very small. Therefore, in the current work,
the effect of applied normal compressive strain on the band
structure of both AA- and AB-stacked TMDs was studied.
The strain was calculated as ε = (d0 − d)/d0, where d0 and
d are the equilibrium and instantaneous interlayer distances,
respectively. A constrained relaxation scheme, where the
positions of the metal atoms remained unchanged, was used for
the optimization of the structures. This prevented the relaxation
of instantaneous structures to the original positions. All the
reported results here onwards include the vdW interactions
via the DFT-D2 method, unless otherwise mentioned.

The overall behavior of the band structure under the applied
pressure remains similar for both type of stacking . Therefore,
here we will present mainly the results of AB-stacked TMDs.
The PBE + vdW band structure calculations show that the
unstrained bilayers of all these AB -stacked TMDs are indirect-
band-gap semiconductors. In comparison to a monolayer, the
band gap of a bilayer decreases slightly and each band becomes
doubly degenerate as shown in Fig. 2 for MoS2. This clearly
demonstrates the absence of chemical interaction between the
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FIG. 2. (Color online) Band structure, total density of states
(DOS), and projected densities of states (PDOSs) of Mo and S for
MoS2 bilayer at (a) 0, (b) 0.18, and (c) 0.31 strain.

layers. As the interlayer separation decreases, the layers start
to interact chemically, which leads to lifting of the double
degeneracy of the bands (Fig. 2). This splitting increases
with increasing NCS. The valence band maximum (VBM)
moves away (towards) the Fermi level at the K (�) point.
The S-M transition occurs when the VBM crosses the Fermi
level at the � point after a critical applied NCS. Likewise,
the conduction band minimum (CBM) also moves towards
the Fermi level with increasing NCS. The band structures
of the other MX2 materials undergo similar changes (lifting of
double degeneracy and a S-M transition) under applied NCS.
The interlayer distance at which the S-M transition takes place
is listed in Table II for the bilayers.

In order to determine the constituents of the electronic
bands, the total and projected density of states (PDOSs) were
calculated for the bilayers under various NCS values and are
shown for MoS2 in Fig. 2. The total DOS shows a gap near

the Fermi level, which is reduced due to the shift of the
CBM and the VBM towards the Fermi level with increase
in strain. For the unstrained MoS2, the CBM and the VBM are
constituted by Mo d and S p orbitals, which can be clearly
seen from the PDOSs. With increasing NCS, the contributions
to the CBM from Mo d and S p orbitals decrease, while
that from S d increases. The change in the band gap as a
function of applied NCS follows a similar pattern for all the
materials studied here [Fig. 3(a)]. This change is reversible,
i.e., in the absence of applied pressure the structure relaxes
back to the original structure with complete recovery of the
band gap, which is very important for sensor applications.
Similar changes in band gap48 and resistance39 were reported
for bulk MoS2 under applied pressure, but unlike for bilayers
no S-M transition was observed even at very high pressure
(40 GPa).

In order to access the feasibility of S-M transition in
experiments, the applied pressure (P ) was calculated from the
energy cost per unit area in reducing the interlayer distance by
�d = (d0 − d) as per the following equation:

P = E − E0

(d0 − d)A
, (1)

where A is the area of the unit cell, and E and E0 are the
energies and d and d0 the interlayer distances of the strained
and unstrained bilayers. The pressure required for the S-M
transition, P th, for each material is listed in Table II. The
calculated pressure range is easily achievable experimentally,
and hence makes tuning of the band gap via NCS very attractive
for various applications. The percentage reduction in band
gap with increase in pressure is plotted in Fig. 4. The plot
is linear for most of the bilayers except for AB -stacked
WX2. For MoTe2, the change in band gap is much less
initially but increases greatly after a pressure of 1.3 GPa. The
slope and hence the response of the change in band gap to
applied pressure for MoTe2 (AB) is the largest among all the
TMDs. Surprisingly, the S-M transition occurs at relatively
lower pressure for the AA stacking than the AB except for
MoTe2. For a given metal atom, the S-M transition pressure
decreases as we go down the column of X atoms in the periodic
table. This is caused by increased delocalization of the atomic
orbitals, which leads to reduced interaction between M and X

atoms, resulting in a S-M transition at lower pressure. Such
behavior is consistent with the trend of the band gap, which
also decreases from S to Te (Table I).

TABLE II. Interlayer distance and pressure required for semiconductor-to-metal transition, P th, of TMDs for both AA and AB stacking
calculated using the vdW forces.

Bilayer separation at transition (Å) Transition pressure (P th) (GPa)

Material AB AA AB AA

MoS2 2.14 2.60 8.52, 14.47a 8.37
MoSe2 2.23 2.64 8.37 9.54
MoTe2 2.69 2.93 5.10 8.71
WS2 1.80 2.47 16.28 10.54
WSe2 2.21 2.79 15.83 12.28

aHSE value.
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FIG. 3. (Color online) (a) Change in band gap with applied strain for MX2 bilayers for both AA and AB stacking using the PBE + vdW
method. The inset shows the same using the PBE + vdW, HSE, and GW methods for an AB-stacked MoS2 bilayer. (b) Average Bader charge
of M and X for all the bilayers as a function of strain. The left and right panels correspond to M = Mo and W, respectively. The same color and
symbols are used for the respective bilayers as defined in (a). Isosurfaces of charge accumulation (green) and depletion (red) of MoS2 bilayer
under strain of (c) 0.18, (d) 0.24, and (e) 0.31.

Similar evidence also comes from a Bader charge
analysis.49–51 The average charge on M and X as a function of
applied strain is shown in Fig. 3(b). The charge transfer from
M to X increases as a function of NCS, a change which is
more prominent for WX2. Furthermore, for a given M atom,
the value of the average charge on the X atom decreases as
we go down the periodic table, i.e., from S to Te, replicating
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FIG. 4. (Color online) Percentage change in band gap with
applied pressure for MX2 bilayers obtained using the PBE + vdW
method. Inset: The same plot using PBE + vdW and HSE methods
for an AB-stacked MoS2 bilayer.

closely the trend of electron affinity of the X atoms. This,
essentially, results in a weaker interaction between the M and
X atoms, which leads the S-M transition pressure to be lowest
for Te and highest for S. Furthermore, in comparison to W, Mo
has a lower ionization potential, which measures the ability to
donate charge. Mo can donate charges relatively easily and
thereby facilitate the X-X interaction, which results in a S-M
transition in MoX2 at lower pressure than in WX2.

These conclusions were further supported by the redis-
tribution of charges, which was calculated by taking the
difference of the total charge of the bilayer and two isolated
layers for MoS2, as shown in Figs. 3(c)–3(e). The maximum
redistribution of the charge occurs around the inner S atoms
and the adjacent Mo-S bonds. As expected, for low strains
(below ε = 0.21) no charge rearrangement was observed.
At the nonzero strains, the charge started accumulating on
the inner S atoms as well as on adjacent Mo-S bonds
[Figs. 3(c)–3(e)]. However, the charge depletion was observed
predominantly from the inner S atoms. With increasing NCS,
the amount of charge redistribution also increases, indicating
an enhanced S-S interaction, which essentially causes the S-M
transition. Due to the smaller S-S distances the interaction is
better for the AA stacking than for the AB. This is why P th

for AA stacking is lower than for AB stacking.
In order to gain further insight, the band-decomposed

electron densities of the VBM and CBM at different strains
are plotted and shown in Fig. 5. Consistent with the above
analysis, the VBM originates from the interaction of inner S
atoms and adjacent Mo-S bonds [Fig. 5(a)]. With the increasing
interaction caused by the applied NCS, the contribution from
the inner S atoms further increases. The VBM is extended and
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FIG. 5. (Color online) Isosurfaces of band-decomposed charge
density of (a) valence band maximum and (b) conduction band
minimum of an AB-stacked MoS2 bilayer at applied strain of 0,
0.18, and 0.31, respectively.

hence the effective mass does not change much even after the
application of NCS, implying maintenance of the quality of the
conductivity. Furthermore, the lowering of the symmetry of
the VBM is also evident. The CBM completely originates from
the Mo-S bonds [Fig. 5(b)]. Once again the nature is more ex-
tended and hence will keep the conductivities intact. The mod-
ification of the gap without significant alteration of the disper-
sion of the bands is very important for electronic applications.

Due to the presence of artificial self-interaction52 and the
absence of derivative discontinuity in the exchange-correlation
potential, DFT in the local-density approximation (LDA) and
GGA suffers from underestimation of the band gap. The
calculated PBE-GGA band gap of bulk, monolayer, and bilayer
MoS2 is underestimated by an amount of 0.29 eV (23.7%),
0.22 eV (11.5%), and 0.01 eV (0.5%), respectively, compared
to the experimental values (Table I). The excellent agreement
for the bilayer is misleading as it corresponds to a wrong
geometry (extremely large c value) obtained with the PBE
functional in the absence of vdW interactions. The band gap
of a bilayer with the geometry optimized by the PBE + vdW
functional is underestimated by 0.33 eV (20.6%) with respect
to the experimental value. For comparison, the band gap
using the LDA functional was also calculated for MoS2. The
LDA predicts the correct band gap for the monolayer but
gives values 0.47 eV (38.4%) and 0.66 eV (41.1%) lower
than the experimental ones for the bulk and bilayer MoS2

respectively.
In order to correct the PBE band gaps, we used a hybrid

Heyd-Scuseria-Ernzerhof53,54 (HSE) functional. In the HSE
approach, the exchange potential is separated into a long-range
and a short-range part. 1/4 of the PBE exchange is replaced by
the Hartree-Fock exact exchange and the full PBE correlation
energy is added. The HSE functional is shown to correct the
GGA band gaps53,55 significantly by partially correcting the
self-interaction. However, the results are system dependent.
The calculated band gap for a MoS2 bilayer using the HSE

functional is 1.64 eV, which is in very good agreement with
the experimental value (1.60 eV).

We also corrected the PBE band gaps by using DFT with
many-body perturbation theory in the GW approximation.56 A
partially self-consistent GW0 method was used in which the
G was iterated but the W was kept fixed to the initial DFT
(PBE) W0. A default cutoff (280.0 eV) for the wave function
was used for the GW calculation. A convergence study was
performed for the number of bands, k points, and frequency
grid points to achieve a convergence within 10–20 meV for
the band gaps. A �-centered Monkhorst-Pack k-point grid
of 18 × 18 × 1 mesh was used for calculating the GW band
structure. Like the HSE functional, the GW0 also improves the
PBE band gap overestimating it by 0.18 eV (11.3%) (for the
bilayer) compared with the experimental value. The GW0 band
gap is slightly larger than the HSE gap. There are not many
experimental results for the band gaps of the 2D materials.
Furthermore, the quality of as-grown 2D sheets can also play
an important role in band gap determination. In order to get a
more reliable comparison more experiments are required. The
band gap calculated using the HSE functional is the closest
to the experimental value among all the methods used in this
work for bilayer MoS2. Both HSE and GW calculations are
computationally very expensive and hence we applied these
methods only to MoS2.

We checked the robustness of the S-M transition by
calculating the band structure of MoS2 as a function of normal
compressive strain using the HSE functional and the GW
method. A plot of the HSE and GW band gaps as a function
of applied strain is compared with the one for the PBE + vdW
in Fig. 3(a) inset. A comparison of the percentage reduction
in band gap with increase in pressure for different materials
and methods is shown in Fig. 4. Although the calculated
HSE and GW band gaps of MoS2 were slightly larger than
the PBE gap, the nature of the band structure as well as
the S-M transition remained unchanged. Since the band gap
obtained from HSE and GW calculations was slightly greater
than those with the GGA, an increase in transition interlayer
distance (as well as P th for the HSE functional) was observed
for the S-M transition. The excellent agreement between the
HSE and experimental band gaps suggests that the transition
temperature would be closer to the HSE values. However, more
experiments are required to claim good numerical accuracy.

IV. CONCLUSION

In conclusion, we report reversible band gap engineering of
semiconducting bilayers of transition-metal dichalcogenides
by applied normal compressive strain. The band gap can
be tuned in a large energy range without modifying the
conductivity significantly. Furthermore, a universal reversible
semiconductor-to-metal transition was observed for all the
semiconducting TMDs. The reduction of the gap as a function
of applied pressure is caused by interlayer interaction, which
eventually lifts the degeneracies of the bands and moves them
closer to the Fermi level. For a given M in MX2, the threshold
pressure P th needed to achieve the S-M transition decreases
as X changes from S to Te. Furthermore, MoX2 has lower
P th compared with WX2. The PBE band gap of MoS2 was
corrected using the hybrid HSE functional and the GW method.
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The S-M transition can be reproduced even after applying the
band gap corrections, but the P th changes to a larger value. The
tantalizing possibility of reversible tuning by more than 1.9 eV
of the energy gap by applying compressive strain, as shown
in the present work, would make the TMDs useful in a wide
range of applications spanning from sensors to electronics.
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