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Band alignment and electronic structure of the anatase TiO2/SrTiO3(001)
heterostructure integrated on Si(001)
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Using density functional theory (DFT), scanning transmission electron microscopy (STEM), and electron
energy loss spectroscopy (EELS), we study the interface structure and electronic properties of the anatase-
TiO2/SrTiO3(001) heterostructure epitaxially grown on Si(001) by molecular beam epitaxy (MBE). We show
that charge transfer at the TiO2/SrTiO3 interface is induced by the chemical bond formation between Ti and O.
Subsequent O lattice polarization is found to be the leading screening mechanism at the interface. By comparing
the theoretical local electronic structure to the O K edge EELS spectra taken at the interface with atomic
resolution, we are able to trace how the local band structure evolves in response to the change in symmetry and
bonding across the interface. We also discuss the effect of interfacial point defects (O vacancy and F impurity)
on the band alignment.
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I. INTRODUCTION

Anatase TiO2 is the subject of extensive research effort
due to its energy and environmental applications.1–4 The
conduction band edge of TiO2 is well matched to the
redox potential of water, making it an excellent candidate
for hydrogen production via photocatalytic water splitting.5

This material system is promising due to its relatively high
efficiency, chemical stability in water, nontoxicity, and low
production cost.1 Among the three polymorphs of TiO2 (rutile,
anatase, and brookite), the most abundant phase in nature is
rutile (space group P 42/mnm). However, it has been found
that anatase (space group I41/amd) shows significantly higher
photocatalytic activity than rutile.5 This has been attributed to
the higher reactivity of the anatase (001) surface,6,7 higher
mobility of the charge carriers,8,9 and longer electron-hole
pair lifetime.10

The main challenge for photocatalytic applications is the
rather large band gap of anatase TiO2 (approximately 3.2 eV,
making it ultraviolet active) and high recombination rate of
the photoexcited electron-hole pairs.11 A variety of methods
for band-gap engineering have been proposed to utilize solar-
abundant visible light instead of ultraviolet, including nitrogen
doping,12 codoping,13,14 and surface hydrogenation.15 In order
to overcome these challenges, oxide interface engineering has
attracted considerable attention.16–19 In addition to band-gap
engineering at the interface, a longer lifetime of photoexcited
electron-hole pairs could be achieved, for example, by spatially
separating the carriers across the interface using a staggered
band alignment. However, a clear understanding of the
interface effects on the photocatalytic activity of mixed oxide
catalysts is lacking, in particular due to a limited number of
model systems where such a connection can be traced.20

Since the thermodynamically stable bulk phase of TiO2

at room temperature and ambient pressure is rutile, single-
crystal anatase is typically synthesized only in the form of
nanoparticles.2,6 However, recent advances in oxide heteroepi-
taxy have made it possible to grow high-quality, single-crystal
anatase films on perovskite substrates such as SrTiO3 (STO) or

LaAlO3 (LAO).21,22 This provides an excellent model system
for controlled studies of the photocatalytic behavior of anatase
under various conditions.23–25 Burbure et al. have shown that
for anatase-TiO2/BaTiO3 structures, dipole fields from the
underlying ferroelectric domains separate holes and electrons,
leading to spatially selective photochemical reactions at the
anatase surface.23 Kazazis and coworkers have reported that
the photocatalytic activity at the surface of anatase deposited
on Si(111) can be controlled by changing the Fermi level
position of the Si substrate.24 Moreover, a number of in-
teresting physical phenomena and potential applications of
anatase/perovskite oxide heterostructures have been reported,
including thermoelectric and spintronic applications.26–30

While a considerable amount of experimental work can be
found in the literature, a detailed theoretical understanding
of the electronic structure of the anatase-TiO2/perovskite
interface is lacking. Such knowledge could suggest new
ways of manipulating the band structure and band alignment,
which are crucial in high-efficiency hydrogen production
using sunlight, making this system of significant fundamental
and practical interest. Recently, Chambers et al., using x-ray
photoelectron spectroscopy (XPS), have reported that there is
no measurable valence band offset between anatase TiO2(001)
and STO(001).31 Curiously, in contradiction with the XPS
result, their density functional theory (DFT) calculations
suggest a valence band offset of 0.5 eV. This could be
interpreted either as the inability of DFT to fully account for
the interface properties or that the atomic structure used in the
calculation differs from the experimental one. We feel that,
in view of its importance, the band alignment problem at this
interface warrants revisiting.

In this paper, we consider a heterojunction of anatase with
STO grown on Si. Using molecular beam epitaxy (MBE),
we grew epitaxial c-axis-oriented anatase on an STO/Si(001)
pseudosubstrate,32 and used Z-contrast scanning transmission
electron microscopy (STEM) to elucidate the real physical
structure of the interface. Electron energy loss spectroscopy
(EELS) was used to probe the electronic structure across
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the interface. The interface geometry inferred from STEM
was used in DFT calculations, which were then validated by
comparing the theoretical density of states with the O K edge
EELS structure.

The paper is organized as follows: First, we briefly
introduce the computational methodology used in the paper
and describe the anatase MBE growth. This is then followed by
a detailed analysis of the electronic structure of the interface,
including charge transfer, dielectric screening, and the possible
role of point defects.

II. METHODOLOGY

A. Theory

We used DFT as implemented in the VASP code.33 The
exchange-correlation energy is treated within the local density
approximation (LDA), using the Ceperley-Alder data param-
eterized by Perdew and Zunger.34 We employed projector-
augmented wave pseudopotentials to describe Sr, Ti, and
O.35 Valence electron configurations for the elements were
4s24p65s2 for Sr, 3d24s2 for Ti and 2s22p4 for O. We used
a cutoff energy of 600 eV for the plane-wave expansion.
The electronic total energy was converged to 10−6 eV/cell.
We fully relaxed the internal ionic degrees of freedom until
the Hellmann-Feynman forces were less than 10 meV/Å.
We employed 6 × 6 × 6 and 6 × 6 × 4 Monkhorst-type k-
point meshes to integrate over the Brillouin zone for cubic
STO and tetragonal anatase TiO2, respectively. We calculated
the STO lattice parameter a to be 3.873 Å and the TiO2

lattice parameters a and c to be 3.766 Å and 9.456 Å
(c/a = 2.511), respectively. These are in good agreement
with low temperature experimental values of a = 3.897 Å
for STO36 and a = 3.780 Å and c = 9.491 Å (c/a =
2.511) for anatase TiO2

37 that are extrapolated based on
the thermal expansion coefficients. Thus, theoretical biaxial
tensile strain in the anatase film on STO(001) was calculated
to be 2.8%, which agrees well with the experimental value
of 3.0%.

To model the evolution of the valence band with the
anatase film thickness, we used several supercells. We mod-
eled the substrate with a five-unit-cell-thick TiO2-terminated
STO(001) slab. We considered four, six, and eight monolayers
(MLs) of anatase (one anatase unit cell has four MLs) on
both sides of STO to take into account any interface and
surface dipoles within the periodic boundary conditions. The
supercell with eight MLs of anatase is shown in Fig. 1.
The slab in each computational cell was separated from its
nearest-neighbor images in the c direction by 14 Å of vacuum
to avoid spurious slab-slab interactions. We considered two
types of supercells in terms of the in-plane cell size. To study
the basic properties of the interface, we used a 1 × 1 in-plane

FIG. 1. (Color online) Slab model of the eight-ML anatase
TiO2/SrTiO3(001) heterostructure.

cell. We increased the cell size to
√

2 × √
2 to calculate the

O K-edge spectra, O vacancy, and F impurity at the interface.
We used a 6 × 6 × 2 k-point mesh for the 1 × 1 supercells. For
the

√
2 × √

2 calculations, a 4 × 4 × 2 k-point grid was used
for the structural relaxation while a 6 × 6 × 2 grid was used
for the total energy and density of states calculations.

To investigate whether the LDA causes the incorrect
band offset prediction as suggested in Ref. 31, we used a
quasiparticle (QP) correction within the GoWo approximation
as implemented in the VASP code.38 In principle, the QP
energies were obtained by solving the equation

(T + Vext + VH )ψnk(r) +
∫

dr′�(r,r′ : Enk)ψnk(r′)

= Enkψnk(r), (1)

where T is the kinetic energy of the electrons, Vext is
the external potential of the ions, and VH is the Hartree
potential. The energy-dependent nonlocal self-energy operator
� contains the exchange and correlation effects, and, within
Hedin’s GW approximation,39, it takes the form

�(r,r′ : ω) = i

4π

∫ ∞

−∞
eiω′δG(r,r′,ω + ω′)W (r,r′,ω′)dω′,

(2)

where G is the Green’s function and W is the screened
Coulomb interaction. Then, to first order, the QP eigenvalues
of equation (1) are obtained as

E
QP
nk = 〈ψnk|T + Vext + VH + �|ψnk〉. (3)

In a non-self-consistent G0W0 approximation, which has been
shown to be a quite reasonable approximation,39,40 the ψnk

were chosen to be the Kohn-Sham LDA wave functions. For
our calculations we chose a plane-wave cutoff of 680 eV
for both STO and TiO2. The number of bands used is 300
and 620 for STO and TiO2, respectively. For the frequency
integration in Eq. (2), we used 50 frequency grid points. The
QP eigenvalues were converged to 0.03 eV.

B. Experiment

Anatase was deposited using MBE on a SrTiO3 layer
that was epitaxially grown on Si(001). The Si wafer was
first degreased and then exposed to ultraviolet/ozone prior
to loading into the growth chamber. After desorption of the
native SiO2 using a Sr-assisted deoxidation process,41 50 Å
of crystalline SrTiO3 with TiO2 termination was deposited
on Si with the aid of a 1/2 monolayer Sr template32,42 at
a substrate temperature of 550 ◦C and a background oxygen
pressure of 4 × 10−7 torr. The substrate temperature was then
quickly increased to 650 ◦C, while oxygen pressure was slowly
ramped to 1 × 10−6 torr for the anatase TiO2 deposition.
Samples with total thicknesses of 10–40 monolayers of anatase
(one anatase unit cell equals 4 MLs) were deposited on
SrTiO3/Si. The growth of all the layers was monitored in situ
using reflection high-energy electron diffraction (RHEED).
Typical RHEED patterns for both SrTiO3 and anatase are
shown in Fig. 2. Figure 2(a) shows a RHEED pattern
taken along the Si〈110〉 (SrTiO3〈100〉) direction for a 5-nm
SrTiO3 film grown on Si(001). Figure 2(b) shows a RHEED
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FIG. 2. RHEED patterns for (a) an STO film on Si(001) taken
along the Si〈110〉 direction; and (b) for a 20-ML anatase film taken
along the same direction (b).

pattern for a 20-ML anatase film taken along the same
direction. The anatase surface shows a 4 × 1 surface recon-
struction typically exhibited by well-ordered epitaxial anatase
films.21

After growth, the samples are prepared for cross-section
transmission electron microscopy by polishing and dimpling.
Samples are thinned to electron transparency using a low-angle
stage for the Fischione 1010 ion mill. STEM measurements
were performed on a FEI Titan 80-300 electron microscope
operated at 200 kV and configured with a CEOS probe-
side aberration corrector, which allowed us to achieve a
resolution 0.78 Å at working parameters. Figure 3 shows a
high-resolution Z-contrast image of the interface. This image
is taken along the Si[110] zone axis. It shows a well-ordered
epitaxial relationship among the Si substrate, STO, and TiO2.
The most likely interface structure is shown by the overlay in
Fig. 3. This interface structure is used as the starting model in
the DFT calculations.

FIG. 3. (Color online) Z-contrast HRTEM image of the
TiO2/SrTiO3/Si(001) structure. Blue (Ti) and green (Sr) balls are
superimposed at the TiO2/SrTiO3 interface as a guide to the eye.
Spatially resolved EELS measurement is performed at the region
indicated by the orange box.

III. RESULTS AND DISCUSSION

The band offset is the fundamental physical parameter
that largely affects the functionality of a heterostructure,
due to its profound effect on the carrier confinement and
electronic transport along and across the interface. However,
oxide heterointerfaces are not as well understood as those
between metals and semiconductors. The band alignment at
oxide heterointerfaces has attracted considerable attention in
the context of the high-k dielectric gate stack in field-effect
transistors.43–47 More recently, the band alignment between
complex oxides has been of great interest following the
discovery of novel interfacial electronic phases emerging at
the epitaxial complex oxide heterointerfaces.48–51 To describe
and control the band alignment between two materials, the
interfacial chemistry of a given heterointerface has to be well
understood.44,45,52–54

A. Charge transfer and dielectric screening at the interface

To understand the mechanism of the band offset formation
at the anatase/STO interface, let us first consider the Schottky
limit when two oxide slabs are far apart so there is no inter-
action between them. We consider TiO2-terminated STO(001)
and tensile-strained (2.8%) anatase TiO2(001) slabs separately.
The calculated planar-averaged electrostatic potential of these
isolated slabs as a function of distance in the (001) direction is
shown in Fig. 4. By macroscopically averaging the potentials,
we identify the reference energy positions55–57 in the bulk
regions of STO(001) and TiO2 with respect to the vacuum
level, which is set at 0 eV. The relative position of the
valence band maximum (VBM) with respect to the reference
energy is then determined in two separate bulk calculations.
Assuming a common vacuum level, we find the valence band
offset �Ev [=EVBM(STO) −EVBM(TiO2)] to be 0.94 eV. The
offset changes to 0.89 eV if a relaxed anatase film (a = b =
3.766 Å) is considered, meaning that in the Schottky limit,
tensile strain plays only a minor role in determining the band
offset. The relatively large valence band offset can be traced
to the difference in oxygen coordination between the two
oxides, since in both materials the top of the valence band
is formed predominantly by the oxygen p states. This point
will be further discussed in Sec. III B.

FIG. 4. (Color online) Planar-averaged electrostatic potentials
along the (001) direction for free-standing STO (left) and TiO2 slabs
(right). Macroscopically averaged potential profiles are shown in blue.
Energy position of valence band maximum (VBM) in the bulk region
of each slab with respect to the reference potential energy is indicated
with the green line. Dotted green lines are drawn for comparison of
the two VBM positions to visualize the Schottky-limit band offset.
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FIG. 5. (Color online) (a) Interface model between anatase TiO2

and STO(001). Black arrows show the relaxation pattern of the O
ions at the interface. (b) Planar-averaged electrostatic potential of
the heterostructure along the (001) direction. The straight black lines
indicate the reference electrostatic energy positions with respect to the
vacuum level (0 eV) in the bulk region of STO and TiO2, respectively.
The green lines indicate the relative positions of VBM of STO and
TiO2 with respect to their corresponding reference energy positions.

When two oxide slabs are brought into contact, chemical
bonds are created that result in charge redistribution in
conjunction with a structural distortion at the interface. Our
physical interface model between anatase TiO2 and STO(001)
is shown in Fig. 5(a) and is based on the STEM image in
Fig. 3. Note that half of O at the “STO surface” is bonded
to Ti of anatase, leading to threefold-coordinated O (O3-fold,
site A), while the other half of O remains twofold coordinated
(O2-fold, site B). Ti at the STO surface is also bonded to O of
anatase at site C. We first check the evolution of the interface
electronic structure as four-, six-, or eight-ML TiO2 films
are “deposited” (one anatase unit cell has four TiO2 MLs).
There is no significant change in the interface electronic
structure for the different coverages, and, furthermore, after
deposition of six MLs, the bulk electronic structure is recov-
ered in the middle layer of the anatase region. In what follows,
we focus on the heterostructure with eight MLs of anatase
deposited on STO(001) (see Fig. 1) unless otherwise noted.

The valence band offset of the heterostructure can be written
as �EH = �ES + �V , where �EH is the band offset of
the actual heterostructure, �ES is the band offset in the
Schottky limit, and �V is the electrostatic potential drop at
the interface due to the heterojunction formation. The valence
band offset is calculated using the macroscopic average of
the electrostatic potential,55–57 as shown in Fig. 5(b). We
calculate the valence band offset to be 0.76 eV, thus �V is
−0.2 eV. This process is often described as the creation of an
interface dipole or double layer involving charge transfer and
subsequent dielectric screening at the interface.44,45

FIG. 6. (Color online) Two-dimensional (left) and one-
dimensional (right) projections of the charge redistribution [δρ(x,y,z)]
at the TiO2/SrTiO3(001) interface (see text). For the reference charge
density of the free-standing STO and TiO2 slabs, we use relaxed (a)
or unrelaxed (b) atomic geometry.

Based on the Schottky limit result, we expect electron
transfer from the STO valence band into TiO2. There are two
channels for charge transfer: chemical bond induced transfer58

and transfer into evanescent gap states.59 In Fig. 6, we show
the charge redistribution at the interface, which is defined as

δρ(x,y,z) = ρ(heterostructure) − ρ(STO substrate)

− ρ(TiO2 film), (4)

where ρ is the valence charge density of a given structure.
In Fig. 6(a), we use the charge densities of the relaxed free-
standing STO and TiO2 slabs for ρ(STO substrate) and ρ(TiO2

film), respectively, while for the plots in Fig. 6(b) we use those
of the STO and TiO2 slabs where ionic positions are kept as
those in the heterostructure. The two-dimensional (2D) and
one-dimensional (1D) projections are defined as

δρ(y,z) =
∫ a

0
δρ(x,y,z)dx and

δρ(z) =
∫ a

0

∫ a

0
δρ(x,y,z)dxdy, (5)

respectively, where a is the STO lattice parameter. First, we
note that the charge transfer is better represented in Fig. 6(a)
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FIG. 7. (Color online) Band offset and total energy of the
TiO2/STO heterostructure as a function of the displacement of O2-fold

ions at the interface. The inset is a schematic picture to show the lattice
polarization by O2-fold at the interface. In the relaxed heterostructure,
the optimal �z is −0.22 Å, where the energy is minimum.

than in Fig. 6(b). We then observe that, indeed, chemical bonds
drive the charge transfer between O and Ti. Assuming that the
chemical bonds locally modify the charge density, the density
underneath the STO surface is shifted upward (toward anatase)
and localized along the chemical bonds between O and Ti, as
shown in Fig. 6(a). The charge transfer to evanescent states
of TiO2 decays rapidly within two MLs of anatase, as seen in
Fig. 8(a), where the finite density of states in the gap (between
zero and −1 eV) can be seen only in the first two MLs of
anatase.

For oxide interfaces, Sharia et al. have pointed out the
importance of screening by use of O lattice polarization.44

They have shown that as the coordination number of interfacial
O increases, the Born effective charge of O increases as well
and, as a result, the band offset is pushed back to the Schottky
limit due to the enhanced screening ability of interfacial O.
The same argument applies to the TiO2/SrTiO3 structure. We
note that the O2-fold ions at the interface shift by 0.22 Å from
the Ti plane toward the STO bulk side as shown in Fig. 5(a).
In Fig. 7, we show the calculated band offset as a function of
position of the O2-fold ions in the (001) direction. Pushing the
O2-fold ions back to the level of the Ti plane decreases the band
offset from 0.76 to 0.06 eV. It suggests that lattice polarization
by the O2-fold ions is indeed the main screening mechanism
at the interface.44 The potential change at the interface due to
lattice polarization is given by60,61

�V (O2-fold) = 1

a2

Z∗
O2-fold

(T )

ε0ε∞
�u(O2-fold), (6)

where a is the in-plane lattice parameter, Z∗
O2-fold

(T ) is the Born
effective charge of O2-fold along the (001) direction, �u(O2-fold)
is the displacement of O2-fold with respect to the Ti plane in
the (001) direction and ε∞ is the optical dielectric constant.
Assuming ε∞ ≈ 6.2,62–64 we estimate the Z∗ of O2-fold at the
interface to be −1.66. This number is consistent with the model
developed in Ref. 44.

To gain further insight, we analyze the spatial evolution of
the electronic structure of the anatase layer from the interface
with STO to the surface. We plot the layer-by-layer projected
density of states (pDOS) for the valence band in Fig. 8(a).

FIG. 8. (Color online) (a) Layer-by-layer projected density of
states (pDOS) of the TiO2/SrTiO3(001) heterostructure. The green
line is the Fermi level. (b) Atom-resolved pDOS of the TiO2 layer
at the STO bulk (bottom), interface (middle), and TiO2 bulk (top)
regions.

Noting that the middle layers of the TiO2 film recover the bulk
electronic structure, we find a valence band offset of 0.7 eV,
consistent with that obtained by the average potential method.
We plot the pDOS corresponding to Ti d orbitals and O p

orbitals of a TiO2 layer in the STO bulk region, the interfacial
TiO2 layer, and a TiO2 layer in the bulk region of anatase in
Fig. 8(b). By comparing the pDOS of O2-fold and O3-fold at the
interface and those in the STO and anatase bulk regions, we see
that the change in the bonding configuration at the interface
drives the downward shift of the valence band. We will further
discuss the evolution of the local electronic structure induced
by the change in the bonding configuration in Sec. III B using
the experimental EELS O K edge spectra across the interface.

To check the accuracy of the valence band offset computed
within the LDA, we calculate quasiparticle (QP) corrections to
the LDA eigenvalues using the GW method for bulk STO and
TiO2. The results are summarized in Table I. The band offset
within the GW formalism is calculated as

�Ev-GW = �Ev-LDA − (δSTO − δTiO2 ), (7)

where �Ev-LDA is the valence band offset computed within
DFT-LDA and δSTO and δTiO2 are the QP corrections to the LDA
valence band maxima of SrTiO3 and TiO2, respectively. The
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TABLE I. GW quasiparticle (QP) corrections for SrTiO3 and
anatase TiO2.

Material CBM, δa (k point/eV) VBM, δa (k point/eV)

SrTiO3 
/1.9, R/2.1 
/−0.1, R/−0.06
TiO2 
/1.97, X/1.93 
/−0.15, X/−0.02

aδ’s for the conduction band minimum (CBM) and the valence band
maximum (VBM) are defined by ELDA-EQP at the CBM and VBM,
respectively.

conduction band offset can be corrected in a similar manner.
Since for computing band offsets we are interested only in
the valence band maxima and the conduction band minima,
we report only the QP corrections at the R and 
 k points
for SrTiO3, and at the 
 and X points for anatase. Using
the values of δSTO and δTiO2 at these k points from Table I
in Eq. (7), we find a GW correction of only 0.04 eV to the
valence band offset calculated within LDA. Hence, although
there is a significant QP correction to the band gaps of the
individual bulk compounds, the valence band offset within the
DFT-LDA is reliable, as most of the correction comes from
the conduction band for both the compounds.

B. EELS O K edge spectra across the interface

Experimentally, the evolution of the electronic structure
across the interface can be monitored using EELS.65 We
perform a similar measurement with atomic resolution across
the region indicated in Fig. 3. We focus on the O K edge
spectra66–68 rather than the Ti L2,3 edge spectra,69–71 as the
O K edge in STO and TiO2 better reflects the change in the
local bonding environment [see Fig. 9(a)].65,72 Theoretically,
to include the effect of core holes generated in experiment,
we employ the so-called Z + 1 approximation73,74 in our
calculations. We replace the O atom under investigation with
fluorine and calculate the 2p-projected DOS of the conduction
band at that site.72 In this way, one can create a positive charge
in the core region and take into account the screening effect
of the valence electrons. Using separate bulk calculations, we
have, first, confirmed that increasing the in-plane cell size
from 1 × 1 to

√
2 × √

2 is sufficient to separate the core hole
from its periodic images. We also find that the core-hole effect
is small for the O K edge spectra, and we only use it to
make a few important spectral features more pronounced. In
Fig. 9(b), we plot the experimental EELS spectra along with
the corresponding theoretical pDOS. Both are broadened using
the Gaussian convolution method with a full width at half
maximum value of 0.7 eV.

At the bottom of Fig. 9(b), we compare the O K edge
spectrum taken from the STO bulk region to the 2p pDOS
calculated at the O site in the STO bulk region of the supercell.
In experiment, we observe three main features between 530
and 550 eV, which are well reproduced in theory. Analyzing the
entire set of pDOS’s, including contributions from the nearest
neighbor Ti and Sr, we identify that the first, second, and third
main peaks are derived from the interaction with Ti t2g , Sr d,
and Ti 4sp states, respectively. The Ti eg peak is seen as a
small peak in theory between the first t2g and the second Sr d

main peaks. However, as the eg band is largely broadened in

FIG. 9. (Color online) (a) Schematic pictures of a TiO2 plane in
bulk STO (left) and bulk anatase TiO2 (right) (b) EELS O K edge
spectra taken at the interface from the STO side (two bottom spectra)
to the anatase TiO2 side (two upper spectra) through the interface
(two middle green spectra). The corresponding 2p-projected DOS’s
are overlaid in grey.

STO with a bandwidth of about 5 eV, the eg peak is not seen
experimentally due to the presence of the adjacent large Sr d

peak.
Looking at the spectrum taken from the anatase bulk region

[see Fig. 9(b)], we observe quite different spectral features.
First, the eg and t2g peaks become sharp and pronounced at
position A compared to that of STO. Second, the Sr d peak is
absent at position B, as there is no Sr on the TiO2 side of the
interface. Third, and most importantly, there is the appearance
of a large spectral weight between 538 and 543 eV (position
C), which is not found on the STO side. This peak turns out
to be derived from the interaction with the nearest-neighbor O
along the c axis. In Fig. 9(a) we show a schematic of the TiO2

plane in STO and anatase. Although the basic building block in
both materials is a TiO6 octahedron, the connecting geometry
differs: The octahedra share corners in STO while they share
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four adjacent edges in anatase. In contrast to the straight Ti-O
chain along the a or b axes in STO, it exhibits a zigzag pattern
in anatase as shown in Fig. 9(a). In other words, for a given
octahedron in anatase, two O atoms in the ab plane are shifted
upward along the c direction and the other two are shifted
down with respect to the central Ti atom. This crystallographic
feature leads to appreciable π -type overlap between O 2p

orbitals along the c direction as shown in Fig. 9(a). Finally,
we remark that this spectral peak originally emerges at the
interface, as shown in the middle of Fig. 9(b). By comparing
with the 2p pDOS at the O3-fold site of the interfacial layer [site
A in Fig. 5(a)], we infer that this peak at the interface reflects
the chemical bond formation between anatase and STO.

C. Oxygen vacancy and fluorine impurity
at the TiO2/SrTiO3 interface

DFT calculations reported in Ref. 31 suggested a valence
band offset of 0.5 eV, consistent with our results but in apparent
variance with the measurement. To better understand this
discrepancy, we consider two types of interface defects, an
oxygen vacancy and a substitutional fluorine impurity. For
these calculations, we increase the in-plane cell size from 1 × 1
to

√
2 × √

2 to allow for more structural degrees of freedom
at the interface. We consider a six-ML-thick TiO2 overlayer
on STO(001).

In previous sections, we have established that interfacial O
plays a crucial role in determining the dielectric response of
the heterointerface. This brings forth a natural question: What
would be the effect on the band alignment of an interfacial O
vacancy?75 Here we consider only a neutral vacancy. There
are four types of interfacial O ions as shown in Fig. 5(a). We
find that a vacancy at site B is the most stable configuration.
The O vacancy formation energy at this site is calculated to be
3.8 eV while those of the A, C, and D sites are 1.6, 1.1, and
1.4 eV higher in energy, respectively. The formation energy
of 3.8 eV is significantly lower than, for example, that of a
neutral O vacancy in bulk STO, which is larger than 6.0 eV.76

In Sec. III A, we have shown that O at site B is responsible
for the screening of the interfacial dipole. Therefore, one can
expect that the band offset would be significantly reduced
by a vacancy at this site, as the charge transfer that tends to
equilibrate the Fermi level of two oxides will not be fully
screened. Using the average potential method, we calculate
the band offset for the interface with a vacancy to be 0.04 eV,
as shown in Fig. 10(a). The absence of the valence band offset
in the presence of a vacancy is also seen in the pDOS of the
heterostructure in Fig. 10(b).

In addition, we consider a substitutional F impurity at the
STO surface, which could be present when the STO substrate
is etched in buffered HF solution in order to have a 1 × 1
TiO2-terminated surface.31 It has been suggested in Ref. 31
that F substitutes for O at the STO surface and the mole fraction
within the XPS probe depth (∼45 Å) has been estimated to
be about 5%. We consider all four interfacial O sites, A, B,
C, and D, for the F substitution. We find that the most stable
structure is obtained when F is substituted for twofold O at the
B site. The relaxed structure for this configuration is shown in
Fig. 11(a). F at the A, C, and D sites is higher in energy by 1.1,
0.7, and 0.8 eV, respectively. As mentioned earlier, twofold O

FIG. 10. (Color online) (a) Planar-averaged electrostatic potential
of the heterostructure in the presence of an interfacial O vacancy.
The straight black lines indicate the reference electrostatic energy
positions with respect to the vacuum level. The green lines show the
relative positions of VBM of SrTiO3 and TiO2 with respect to their
reference energy positions. (b) Layer-by-layer valence band pDOS of
the heterostructure in the presence of an interfacial O vacancy. The
dotted straight line is placed at the VBM in the STO bulk region and
is extended into the TiO2 side for comparison.

at the B site is responsible for screening the interface dipole.
Since F has lesser formal ionic charge of −1e versus −2e of O,
one would expect that the effective charge of F at the interface
is also reduced by about a factor of 2. Furthermore, as shown
in Fig. 11(a), substituted F does not polarize, while the rest of
twofold O on the STO surface polarize toward the STO side
by 0.27 Å. We attribute this to a much shorter Ti-F bond length
(1.75 Å in TiF4 Ref. 77), as compared to the Ti-O bond length
of 1.95 Å in STO. Therefore, we expect that the dielectric
screening at the interface is significantly reduced by the F
substitution. We plot the layer by layer pDOS in Fig. 11(b),
showing a negligible valence band offset of less than 0.1 eV
between STO and TiO2 in the presence of F at the interface.
The average potential method gives a comparable offset of 0.3
eV, which is consistent with the pDOS offset.

Thus, we argue that interfacial impurities, such as an
O vacancy or substitutional fluorine, may be responsible
for the experimentally observed absence of a valence band
offset at the anatase TiO2/STO interface.31 It is worth noting
that other mechanisms such as cationic exchange may also
contribute to the disappearance of the valence band offset. For
example, Ciancio et al. have observed a Sr-deficient epitaxial
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FIG. 11. (Color online) (a) Relaxed atomic structure of the
TiO2/SrTiO3(001) interface in the presence of an interfacial F impu-
rity. (b) Layer-by-layer valence band pDOS of the heterostructure in
the presence of the interfacial F impurity. The dotted line is placed at
the VBM in the STO bulk region and extended across into the TiO2

side for comparison.

interphase at the TiO2/STO interface grown by pulsed laser
deposition.78,79 This interphase formation has been attributed
to the long-range migration of Sr from the STO substrate to
the anatase film.

IV. CONCLUSIONS

In summary, we studied the interfacial atomic structure and
electronic structure of anatase TiO2/STO(001) heterostructure
grown on Si by molecular beam epitaxy using density func-
tion theory and scanning transmission electron microscopy.
Theoretically, the interface is described at the local density
approximation level. By analyzing the layer-by-layer pDOS
and EELS O K edge spectra we show that the evolution of
the valence band across the interface is driven by the change
in bonding configuration. The main results are summarized as
follows: (i) in the Schottky limit, the STO valence band top
is higher in energy by 0.94 eV than that of TiO2; (ii) charge
transfer from STO to TiO2 occurs mainly through the chemical
bonds at the interface and equilibrates the Fermi level by
forming a double layer. However, subsequent polarization of
the O2-fold lattice largely screens the interfacial dipole, yielding
a net valence band offset of 0.76 eV; (iii) the quasiparticle
correction obtained with the GW method is large for the
conduction band edge while the valence band edges of STO
and TiO2 are not altered. This supports the validity of the
LDA result for the occupied valence band line-up; and (iv)
comparing the EELS O K edge spectra and the 2p-symmetry
projected density of states across the interface, we show
that the transition from Oh symmetry for TiO6 with twofold
coordinated O in STO to the tetragonal D2d symmetry with
threefold O in anatase drives the evolution of the valence
band. One of the main features is the appearance of a π -type
oxygen-oxygen interaction along the c direction. In addition,
considering an interfacial O vacancy and F impurity, we show
that the most stable vacancy or impurity site is the O2-fold

site that is responsible for the screening of the dipole layer.
As a result, the band offset is significantly reduced in the
presence of O vacancy or F impurity at the interface suggesting
that the perceived absence of a valence band offset31 is not
intrinsic.
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